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B.Sc.	Course	Structure	Template	

FIRST	YEAR	SEMESTER-I 
Code Course	Title Course	Type HPW Credits 

BS101 Communica;on	 AECC-1 2 2 
BS102 English CC-1A 5 5 
BS103 Second	Language CC	–2A 5 5 
BS104 Op;onal	-	I DSC-1A 4	T	+	2P	=	6 4+1=5 
BS105 Op;onal	-	II DSC-2A 4	T	+	2P	=	6 4+1=5 
BS106 Op;onal	–	III DSC-3A 4	T	+	2P	=	6 4+1=5 

30 27 
SEMESTER-II 
BS201 Environmental	Studies AECC-2 2 2 
BS202 English CC-1B 5 5 
BS203 Second	Language CC	–2B 5 5 
BS204 Op;onal	-	I DSC-1B 4	T	+	2P	=	6 4+1=5 
BS205 Op;onal	-	II DSC-2B 4	T	+	2P	=	6 4+1=5 
BS206 Op;onal	–	III DSC-3B 4	T	+	2P	=	6 4+1=5 

30 27 

B.
Sc
.	P

RO
GR

AM
M
E	

SEC-1 2 2 
CC-1C 5 5 
CC-2C 5 5 
DSC-1C 4	T	+	2P	=	6 4+1=5 
DSC-2C 4	T	+	2P	=	6 4+1=5 

SECOND	YEAR	SEMESTER-III 
BS301 SEC      
BS302 English 
BS303 Second	Language 
BS304 Op;onal	-	I 
BS305 Op;onal	-	II 
BS306 Op;onal	–	III DSC-3C 4	T	+	2P	=	6 4+1=5 

30 27 

SEC-2 2 2 
CC	-1D 5 5 
CC-2D 5 5 
DSC-1D 4	T	+	2P	=	6 4+1=5 
DSC-2D 4	T	+	2P	=	6 4+1=5 

SEMESTER-IV 
BS401 SEC 
BS402 English 
BS403 Second	Language 
BS404 Op;onal	-	I 
BS405 Op;onal	-	II 
BS406 Op;onal	–	III DSC-3D 4	T	+	2P	=	6 4+1=5 

30 27 

B.
Sc
.	P

RO
GR

AM
M
E	

Differential  Calculus

Differential  Equations

Real Analysis

Algebra
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Course	Title Course	Type HPW Credits 
SEC-3 2 2 

Code 
BS501 SEC 
BS502 GE-1 2	T 2 
BS503 Op;onal	-	I	 DSC-1E 3	T	+	2P	=	5 3+1=4 
BS504 Op;onal	–II DSC-2E 3	T	+	2P	=	5 3+1=4 
BS505 Op;onal	–III DSC-3E 3	T	+	2P	=	5 3+1=4 
BS506 Op;onal	–I	A/B/C DSE-	1E 3	T	+	2P	=	5 3+1=4 
BS507 Op;onal	–	II	A/B/C DSE-2E 3	T	+	2P	=	5 3+1=4 
BS508 Op;onal	–	III		A/B/C DSE-3E 3	T	+	2P	=	5 3+1=4 

34 28 
SEMESTER-VI 
BS601 SEC SEC-4 2 2 
BS602 GE-2 2	T 2 
BS603 Op;onal	-	I	 DSC-1F 3	T	+	2P	=	5 3+1=4 
BS604 Op;onal	–II DSC-2F 3	T	+	2P	=	5 3+1=4 
BS605 Op;onal	–III DSC-3F 3	T	+	2P	=	5 3+1=4 
BS606 Op;onal	–I	A/B/C DSE-	1F 3	T	+	2P	=	5 3+1=4 
BS607 Op;onal	–	II	A/B/C DSE-2F 3	T	+	2P	=	5 3+1=4 
BS608 Op;onal	–	III		A/B/C DSE-3F 3	T	+	2P	=	5 3+1=4 

34 28 
TOTAL	Credits 164 

B.Sc.	Course	Structure	Template	
B.
Sc
.	P

RO
GR

AM
M
E	

SUMMARY OF CREDITS	

Sl.	
No. 

Course	
Category 

No.	of		
Courses 

Credits	Per	
Course 

Credits 

1 AECC 2 2 4 
2 SEC 4 2 8 
3 CC											

Language	
DSC	
DSC 

8	
12	
6 

5	
5	
4 

40	
60	
24 

4 DSE 6 4 24 
5 GE 2 2 4 

TOTAL 40 164 
Op;onals	Total 24 108 

B.
Sc
.	P

RO
GR

AM
M
E	

THIRD	YEAR	SEMESTER-V 

Generic Elective

Linear Algebra

Slid Geometry/Integral Calculus

Complex Analysis/Vector Calcullus

Numerical Analysis

Generic Elective
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Syllabus 
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DSC-1A   DIFFERENTIAL CALCULUS                        BS:104 

 Theory: 4 credits and Practicals: 1 credits  
Theory: 4 hours /week and Practicals: 2 hours /week 

Objective: The course is aimed at exposing the students to some basic notions in 

differential calculus . 

Outcome: By the time students completes the course they realize wide ranging 

applications of the subject. 

Unit- I 

Successive differentiation- Expansions of Functions-  Mean value theorems 

Unit – II 

Indeterminate forms – Curvature and Evolutes  

Unit – III 

Partial differentiation – Homogeneous functions- Total derivative 

Unit – IV 

Maxima and Minima of functions of two variables – Lagrange’s Method of 
multipliers –Asymptotes- Envelopes 

Text : Shanti Narayan and Mittal,  Differential Calculus   

References:  William Anthony Granville, Percey F Smith and William Raymond Longley; 
Elements of the differential and integral calculus 

Joseph Edwards , Differential calculus for beginners 

Smith and Minton, Calculus    

Elis Pine, How to Enjoy Calculus 

Hari Kishan ,Differential Calculus       
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Differential	Calculus	
Practicals	Question	Bank	

UNIT-I	

	

	

	
	

UNIT-II	

	

SUCCESSIVE DIFFERENTIATION 125

. . (1
-

x*) y*=(2 sin-1 x)*=4y.

Differentiating again, we get

2(l-x2
) ^2-2x^=4^. ...(3)

Dividing by 2yl9
we get

(l-*2)>>2-*yi-2=0 ...(4)

which is (1).

Differentiating this n times by Leibnitz's theorem, we obtain

(1-^+2+^+1 (-2x)+n(

~^y(-2)-xyni.l -nyn . 1=0.

or l-*
Putting x=0, we obtain

JWOHa^CO). ,.,(6)

From (2), >>i(0)^0.
From (4), y,(0) = 2. (7)

Putting H=l, 3, 5, 7 successively in (6), we see that

Again, putting w=2, 4, 6 ......in (6), we see that

In general, if n is even, we obtain

>>n(0) = 2.22 '4 ? .62 .. (~-2)2
,
when w

Note. The result (5), obtained on dividing (4) by 2yt , is not a legitimate-
conclusion when ^t=0, which is the case when x=0. Thus, it is not valid to
derive any conclusion from (5) and (6) for x=0.

But these results may be obtained by proceeding to the limit as x->0 in-

stead of putting x=0. This may be shown as follows :

We can easily convince ourselves that the derivative of every order ofy
as calculated from (2) will contain some power of (1 x2

) in its denominator
and will therefore be always continuous except for x= 1

, so that lim ^t
and lim ^==^(0), as x-0.

Exercises

1. If u~ tan~x
x, prove that

and hence determine the values of the derivatives of u when x=0 (M.T, )

2. If

j>=sin (m sin"1
x), show that

(1 -x')*,+,=(2n f IkVn-n+V-'"')*,
and find yn (0). (P.U. /P5>

3. Find yn (0) when j>=*log [x+ 4(\ { x')].
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EXERCISES 127

9. Find the value of nth derivative of

jx*^x
U2

-4)
a

for x0. ( Trinity College

10. Prove that if ;t=cot 0, (0<0 <n), then
dnfi

^=(-l)
n-1(-l) ! sin nO sin*0 ;

where n is any positive integer.

11. If

Prove that

IifIn-i+(-l) !

and hence show that

(D.U. Hons. 1949)

Rewriting this relation as

Jn_ In-i , JL
/j ! ~(/i-i) r n

and replacing by , 1, ____ , 3, 2, we get the required result.

12. If y=
d -

n U2
-l)n , show that

(x*-l)yn+t+2xyn+l -n(n+ l)^n 0.

Hence show that .y satisfies the Legendre's equation

13. If Un denotes the nth derivative of (Lx-t-M)l(x*2Bx+C)., prove
that

Wn+t+ ?(-*r*Ji

14. If y=x*ex
, then

z, P./., D.(/., 7955)

15. If

prove that

(D.I/. //ow5., and Pass, 1949 ;

P.U. 1958 Sept.)
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GENERAL THEOREMS

3. Show that

*/(!+*) < log (1+x) < xfor x > 0.

We write

1

Thus /'(x) > for x > and =0 for x=0.

Hence f(x) is monotonically increasing in the interval [0, QO ].

Also /(0) = 0,

/(*) > /(O) =0 for x > 0.

Hence /(x) is positive for every positive value of x, so that

log (1+*) > x/(l+x) for x > 0.

Again, we write /

BO that F'(jc)==l

Thus, F(x) > for x > 2 and is for #=0.

Therefore F(x) is monotonically increasing in the interval

[0, oo], AlsoF(0)=0.
F(x) > F(0)=0forz > 0.

Hence F(x) is positive for positive values of x, so that

x > log (1+Jt) for x > 0.

Exercises

1. Show that

(i) x/sin x increases steadily from x=0 to x=n/2. (P*U.%

(ii) x/tan x decreases monotonically from x=0 to jc=n/2.

(//i) the equation tan x x=6 has one and only one root in ( Jw, Jn).
(.{/. 7952)

O'v) tan- *>-2 ^ < tan-" 1 x <

2. Show that x~sin x is an increasing function throughout any interval
of values of x. Determine for what values of ay axsin x is a steadily increas-

ing function. (M.J7.)

3. Determine the intervals in which the function

(x4 + 6jcH 17xa + 32x+ 32)*-*
is increasing or decreasing.

4. Separate the intervals in which the function

(*+*+!)/(*--* + l)

is increasing or decreasing.

5. Determine the intervals in which the function (4-x8
)
8 is increasing:

or decreasing. Also draw its graph.
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6. Find the greatest and least values of the function

x8-9x2 -f24xin[0, 6].

7. Show that x-1 log (i -f x) decreases as x increases from to o .

$. Show that if x > 0,

(/) ,-*-< lo, (!+)< - *.
(//) x- + < log d+x) < x- l\

*
- (B.U. 1953)

9. Show that

x < -log(l-x) < x (1 -x)-1 for < x < 1.

10. Prove that e~x lies between
1-xand 1-x + Jx2

.

11. Show that sin x lies between
x9

,
x5

12. If < x < 1, show that

Hence taking *
=2/1 + 1'

W > rdcduce that

5. 7957)

13. Show that
tan^c x ifo<x< ..
x sm jc

14. Show that
x-1 > logx> (jc-l)x-1

,

and jc~l > 2xlogx > 4 (x-l)-2 log*
for x > 1. (M.T.)

15. If/(x) is derivable in the interval [a-h, a+h], prove that

where < ^ < 1 ;

(a+h)-2f(a)+f(a-h
where < fl t < 1.

* 16 The derivative of a function /(x) is positive for every value of x in an
interval [c-A, c], and negative for every value of x in [c, c+h] ; show that /(c)

b the greatest value of the function in the interval [c-h, c+h].

6-6. Higher mean value theorem or Taylor's development of

function in a finite form. // a function f(x) possesses the derivatives

f'(x)>f"(x)'f'"(x)> ..... /"(*)> UP to a certain or^er n f r every value *

x in the interval, [a, a+h], then there exists at least one number 0,

between and 7, such that

EXPANSIONS 187

2. Prove that

e a* sin bx=bx+abx*+-
3 b

3
-~- *+....

3. Obtain the wth term in the expansion of tan" 1 x in ascending powers
of*. (P.U.1951)

4. Show that cos2 x=*l-x2

+$x*-^\x ......

5. Prove that ex sin2 *=*2
-f *3

-f Jx
4 ____

6. If >>=log [x+ >!(!+ x
2
)], prove that

Differentiate this n times and deduce the expansion of y in ascending
powers of x in the form

1 x3 1 3 x5
1 3 5 x7

,

yss*~ T* 3
+ T-' 4

'

~5~~ ~2~' 4
'

6
'

7
'+ ' ' ' '

(P.C/. 7P57)

7. If >>=sin log (;c
2
-}-2x-M), prove that

Hence or otherwipe expand .v in ascending powers of x as far as

8. Prove that

.
,

9. Show that

2) , ,

m2(m2
8)

10. Obtain the following expressions :

(/) log tan (i"fx)=Zx+*x3
-f -JxH ----

(l + sin

4 ,

1 x2
I x4

,1+ T~
* 2T~ 30"

' 47
... . tan A: ^c

2 7 .
,

(iv) log ^ =-^
' +

"90"
xM"" '

, . X __. X 1 A'
2

1 X*
(v) e.^!- 1

2"+fi
'

2!
-

30
""

4"!
+ *"-

i ,1 ^8
l 3 x5

.

(v/) sm-^^xl y '

3 --f-2^- 4 "5
-+

(vi7) log sec *=2>
2+

12 ^+45 x%+"- (D.V.1953}
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3. Find the radius of curvature at the origin of the curve

It is easy to see that X-axis is the tangent at the origin.
[Refer note 15*45, p. 294]

Dividing by yy we get

Let x - so that lim (x2jy) = 2p.
x->0

0.2p+5.2p-8=0,
or p=4/5.

Exercises

1. Find the radius of curvature at any point on the curves :

(/) y c cosh (xlc) (Catenary).

(//) x-=a (cos t-l-t sin /), y^a(sin t t cos t).

(W)x% -Kyf =--fll . (Astroid) (D.U. 1953)

(iv) x^(a cos t)lt, y^=(a sin t)it.

2. Find the radius of curvature at the origin for

(//) x*y-xy*-\ -2x2y
(ill) 2x*'\-ly*-\-4x

2y+xy-y2
-\-2x--0. (P.U. Supp. 1939)

3. Show that the radius of curvature of any point of the astroid
x=a cos8 0, y-^a sin3

is equal to three times the length of the perpendicular from the origin to the
tangent. (Andhra 1951)

4. Show that for the curve
), >>=flsin (H cos 0),

the radius of curvature is, a, at the point for which the value of the parameter
is TT/4.

5. Show that the radius of the curvature at any point of the curve
. . t . t . , tx=tc smh cosh , y^~-2c cosh -

.

c c c

is, 2c cosh2
(tic) sinh (//c), where t is the parameter.

6. Show that the radius of curvature at a point of the curve
fi fix^ae *
(sin 9 cos 0), y=a? *

(sin 0-fcos 0)

is twice the distance of the tangent at the point from the oiigio.

7. Prove that the radius of curvature at the point
( 2a, 2a) on the curve jc

f
ly=flUi+yi

) is "~2a

8. Show that the radius of curvature of the Lemniscate

at the point where the tangent is parallel to x-axis is
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4. Show that for the curve
), >>=flsin (H cos 0),

the radius of curvature is, a, at the point for which the value of the parameter
is TT/4.

5. Show that the radius of the curvature at any point of the curve
. . t . t . , tx=tc smh cosh , y^~-2c cosh -

.

c c c

is, 2c cosh2
(tic) sinh (//c), where t is the parameter.

6. Show that the radius of curvature at a point of the curve
fi fix^ae *
(sin 9 cos 0), y=a? *

(sin 0-fcos 0)

is twice the distance of the tangent at the point from the oiigio.

7. Prove that the radius of curvature at the point
( 2a, 2a) on the curve jc

f
ly=flUi+yi

) is "~2a

8. Show that the radius of curvature of the Lemniscate

at the point where the tangent is parallel to x-axis is
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3. Find the radius of curvature at the origin of the curve

It is easy to see that X-axis is the tangent at the origin.
[Refer note 15*45, p. 294]

Dividing by yy we get

Let x - so that lim (x2jy) = 2p.
x->0

0.2p+5.2p-8=0,
or p=4/5.
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9. Find the circle of curvature at the origin for the curve

x+y=ax*+by*+c**. (Delhi Hons. 1951)

10. Show that the circle of curvature at the origin of the parabola

is

mx ). (D.U. 1955)

11. (a) Show that the circle of curvature, at the point (am2, 2am) of the
parabola y*=4ax9 has for its equation

x*+y*-6am2x-4ax+4am*y=3a*m*. (D.U. Hons. 1957)

(b) Find the equation of the circle of curvature at the point (0, b) of

the ellipse
*
2 + ^= 1 (P.U. Hons. 1959)

12. Show that the radii of curvature of the curve

x==ae^ (sin cos^),^=a^ (sin 0+cos 0),

and its evolute at corresponding points are equal.
13. Find the radius of curvature at any point P of y=c cosh (x]c) and

show that PC=PG where C is the centre of curvature at P and G the point of
intersection of the normal at P with x-axis. (Allahabad)

14. Show that the chord of curvature through the pole of the equiangular

spiral r=aem is 2r.

15. Show that the chord of curvature through the pole of the equiangular

spiral r=ae
^

is bisected at the pole.

16. If cx and cv be the chords of curvature parallel to the axes at any

point of the curve y=ae
x

l
a

, prove that

- {P'U' 1948)

17. If Cx and cv be the chords of curvature parallel to the axes at any
point of the catenary y=c cosh (xlci, prove that

18. Show that the chord of curvature through the pole of the cardioide

is Jr. r=0(l cos 0).

19. Lf cr and c * be the chords of curvature of the cardioide r=o(l 4-cos 0)

through the pole and perpendicular to the radius vector, then

20. Show that the chord of curvature through the pole of the curve
rm_fl

m C08 mQt

is

2r/(ro4-l). (Gujrat 1952)
21. Show that the chord of curvature through the pole for the curve

is

2/(r)//'(r). (Lucknow)

22. Show that for the curve p~aebr , the chord of curvature through the

pole is ofconstant length.

23. For the lemniscate r2=fl2 cos 20, show that the length of the tangent
from the origin to the circle of curvature at any point is r^3/ 3. (B.U.)
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Ex. Find the length of the arc of the evolute of the parabola

which is intercepted between the parabola.

The evolute is

27a^=4(x-2a)8
. (Ex. 1, p. 30)

Let L, M be the points of intersection of the evolute LAM
and the parabola.

To find the co-ordinates of the points
of intersection L, M, we solve the two
equations simultaneously.

We get
07/7 A /ry -- A.("Y ---- ft/r\*^^ *i I C* ^IM^V -*1 *\^^ AC*y y

X *

Now, 8a, fl, a are the roots of
this cubic equation of which x=Sa is the

Fie 121
*

only admissible value ; a being negative.

/. (84','4\/2a), (8a, 4^20) are the co-ordinates of L, M.

If(Xt Y) be the centre of curvature for any point (x, y) on the

parabola,/we have

X^3x+2a, Y=y3
I4:a*. (Ex. 1, p. 306)

/

/Thus A(2a, 0) is the centre of curvature for O(0, 0) and

L(8<t, 4\/2a) is the centre of curvature for P(2a, f

The radius of curvature at/?= 0.4=20.

The radius of curvature at P=PL=(
/; arc

Hence the required length Af4L=4a(3v'3 1).

Ex. 2. Show that the whole length of the evolute of the ellipse

Ex. 3. Show that the whole length of the evolute of the astroid

x~
it 120.
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The function is of the form (0/0) for all values of a and 6.

,. x(l+acosx) -frsinxhm ->-i------
-3'

x -> x

,. l+a cos x ax sin x b cos x=
. 3x2 : '

x -> JX

The denominator being for x=0, the fraction will tend to a
finite limit if and only if the numerator is also zero for x=0. This
requires

Again supposing this relation satisfied, we have

l+a cos xax sin x b cos x
3x26X

.. 2# sin xax cos x+& sin x= hm ------ -

,.
-

x-*a bx

. 30 cos x+tf* sin x+fe cos x

A *}/

As given, A =1, i.e., 6 3a= 6.

From (1) and (2), we have

Ex. 3. Determine the limits of the following

C X , lv x..v

.... f . fsm x x cos x cosh A: cos A:

-

( V)
_ (x->0). (vi) ,- M -,,-v -.7

log cos x v ;
Jog(14-6x)

(D.C/. //b/i5. 7952)
Ex. 4. Evaluate the following :

Jim
*"

. ^^Af .(D.U.1952) (//) lim

(D. U. Hons. 1951, P.U. 1957)

i
" '

\ 1'
0*1* .* *v ^v / r\ T

(D.U. 1955)
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Ex. 5. If the limit of

sin 2x+a sin x

X9

as x tends to zero, be finite, find the value of a and the limit. (P.U.)

8*3. Preliminary transformation. Sometimes a preliminary
transformation involving the use of known results on limits, such as

.. sin x .. tan x .hm =1, lim =1
x -> * x-> x

simplifies the process a good deal. These limits may also be used to
shorten the process at an intermediate stage.

i? * IT- j |. 1+sin x cos x+log (1x)Ex. 1. Find hm 5
J

, (x ~> 0).x tan2x v '

The inconvenience of continuously differentiating the denomi-
nator, which involves tan2x as a factor, may be partially avoided as
follows. We write

1 + sin x cos x+log (1 x)
x tan^x

1 + sin xcos x+log (1 x) / x \ 2

~~
x3

"

\tan x/

,. 1 + sin x cos x+log (1 x)
101

x tan2x

1-j-sin xcos x+log (1 x)
x3A x-*

1+sin xcos x+log (1 x)
- - ~ ~ - - ~

. L

x >0

1 + sin x cos x+log(l x)lim -3
jc^O x

To evaluate the limit on the B.H.S., we notice that the numera-
tor and denominator both become for x=0.

.. l+sin x cos x + log (I x)hm 3x

1
cosx fsui-v-

-cos x^sin x-
T------_

DIFFERENTIAL

The reader may see that writing

xlogx=
*

(I/log x)
which is of the form (0/0) and employing the corresponding result of
8-2 would not be of any avail.

'

haye
Note- we know that 1 lx does nottend to a limit as x -* 0. In fact we

lim =00,
*-(0+0) *

*-(0-0)

* *
Ag ~

in ' log x is defined for positive values of x only so that there is no
question of making x -> through negative values while determining

lim (xlogx).
x->0

Thus, here x <+ really means x -> (0+ 0) so that 1 /* does tend to a limit.

Ex. 2. Determine the limits of the following functions :

(/) x log tan x, (x -* 0). (//) x tan (w/2-x). (x -* 0).

(///) (a~-x) tan (nxfta), (x -> 0).

8-6. The Indeterminate for oo <*> . 7b determine

lim [f(x)-F(x)l
x -> a

when

lim /(x)=<x>
X->fl

We write

so that the numerator and denominator both tend to as x tends to
a. The limit may now be determined with the help of 8*2.

In this case, we say that [/(x) F(x)] assumes the indetermi-
nate form oo oo for x=a.

Note. In order to evaluate the limit of a function which assume! the
form, oo -oo

, it is necessary to express the same as a function which assumeg
the form 0/0 or oo/oo.

Ex. 1. Determine

We write

_1___1 tog (X- !)-(*-
x-2 log (x-1) (x-2) log (x-1)

'

and see that the new form is of the type 0/0 when x -* 2.

*. _ __L__1 r iog(y~i)-(y~2
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(v)

(vii) , (x-->0). (D.C7. 7949)

(viii) x* *
, (x ->1). (P.C/. 7957)

Exercises

Determine the limits of the following functions :

e_e- x log AC
1- o . > (x ->0). 2. &-

, (A: -> <>.^2 sin A:
v ^3 ' v '

- 1+^cos A:~cosh x log(l-f x)3.

tan ( -=-

( >-

7. (2jc tan x n sec x), (A: -> n/2).

j_
8. (cot *)

log x
, u -> o). 9.

a*

10.

13. (cos ax) , (x -> 0).

14.

15.

16. (2-O ^ 2a
', (*->). (B.V.1953)

\w Ct S

17. ( sin2 ^ sec2

_ _

20. (sec x)
cot x

, (x -> n/2). 21. (2-x)tan
ff^

, (x^- 1).
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Exercises

1. Find the first order partial derivatives of

(/) tanrl(x+y). (//) e ax sin by.

(Hi) logU2
-j->>

2
).

2. Find the second order partial derivatives of

/ X V / . . r^

3. Verify that

a
2
//

a*a>
when u is

(/) sin- 1 - /;;x Xy
y

(Hi) log (y sin x+x sin y

4. Find the value of

1

a2

when

5. Verify Euler's theorem for

liii) z^sin- 1 x- + taxri- y-
. (iv) z=jc log ~.

y x *

(v) 2=
rj7l'

6. If u=f(yjx), show that

*!"_ +J 8_ =0. (D.[/. 7950 ; P.U. 1954)

1. If z=xyf(x/y) t show that

dz . dZ - i p rj \
x~~^ -j-^-r. =2z. ^.L/./

8. If z=-tan (y+ax)+(y-ax)'* , find the value of

J!^ ^J!?. . (P.U. 1945)

>. If r=tapr 1 (y/x), verify that

1-^-4-1^ -0, (AC/.)

EXERCISES 205
r
10. If z(x+y)=x2 y2

, show that

*L V = 4 ( 1 - az- - 9Z- \ (AlhLatcd)
3y J \* dx dy J

11. lfz=3xy-ya
-\-(y

t -2x) 1i
, verify that

11 Tr i
. A , ,12. If w=log -^, prove that ^ ^- + 7 =1.

13. (fl ) If w-sin-1 ^2

, show that A:
3w 4 y ^ =tan w. (P.t/. 1954)x -f >>

' * 9x^9^
(A) If w-sia- 1 ^^"^ show that

^x+->!y

m (P.U. 7955).= m

/ 3A:
^^ 9y

14. If z=f(x -I ay)-\-<f>(x ay), prove that

a
a*2 '

15. ltz = (x-{-y) + (x+y)<9(ylx), prove that

/92z _9 2z\ ^^^V9^2 9y9^y * \9y2

16. If w=/(cix2
-f 2/7^+^2

), v-^(^2 -f-2/?xy-h^2
), prove that

V, .Jr.V f -f \ (M.r.)
9^ V 9^ x 9* V 9^ x

17. If 9=tn e~ r2/4/
, find the value of n which will make

i .dY^ao^^ao (M. r<)
r2 9r V 8r / 9^

18. If -=/(r) where r= VU2
-f j/

2
), prove that

&+C;-^m
19. If =log UHy-hz2

), prove that

f a2
_ = 92w

3>az 9zax dxdy'

20. If K=rm where r2=x2-Fy2 + z2
, show that

21 . If w= tan-1 - y-
, find

[Refer Ex. 3, p. 201]
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8. If/(jc, y)=Q, <p(y, z)=0, show that

?/
.

9?,. 4L= ?/.. 1*
. (/>./.)>

9. If JH(l-yH^(l-*8
)=fl, show that

y?=- - a
-

. (P.U. 1935\dX2
,j _^3 -J

10. If u and v are functions of x and >> defined by
xu+ e~ z' sin w, yv-\-e~v cos w,

prove that

d^ = dv
(P.U. 1936)

dy dx
11. If ,4, B, C are the angles of a triangle such that

sin2
/1 + sin2 B] sin2 C=constant,

prove that

dA^ tan C-lan B p ,

12. Ifax2
-} 2hxy + by* -\-2gx-\-2fytc-Q, prove that

"dx*
......

I //*-!-

13. Show that at the point of the surface

where x=yz,
ff~z

"" 1r "I"= X log tfX .

L J

14. Find dy/dx2 in the following cases :

(/) x*+y*=laxy. (P.U.) (//) x4
-i y*=

(Hi) Jc6 +^5 =5fl8
Jc.y. (iv) jc5 -! y5 =

15. IfAX, >^)=0 and/.T ^0, prove that

dx = _ /y d2x ^_S^fv}*-2fa
dy fx ' dy2

. (/
16. Given that

/(x, >>)=.xM y3 3ax>>:=0, show that

_
dx2 '

dy2

17. If is a homogeneous function of the nth degree in (x, y> z) and if

where X, Y, Z are the first differential co-efficients of, w, with respect to x, y, r
respectively, prove that

. 1950)
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?/
.

9?,. 4L= ?/.. 1*
. (/>./.)>

9. If JH(l-yH^(l-*8
)=fl, show that

y?=- - a
-

. (P.U. 1935\dX2
,j _^3 -J

10. If u and v are functions of x and >> defined by
xu+ e~ z' sin w, yv-\-e~v cos w,
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d^ = dv
(P.U. 1936)
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Subtracting, we get

du ~"av ^a
---.

9* 9>>

3. JfHf^yz, zx, xy) ; prove that,

^c ^ z

Let

u=y z, vzx, w=xy,
so that

H=f(u, v, w).

We have expressed H as a composite function of x, >>, 2.

'
'

9*

Similarly

__
'

'dy
'

9 M' 3"

Adding, we get the result.

4. H is a homogeneous function of x, y, z of ordern ; prove
th(it v

[This is Euler's theorem for a homogeneous function of three
independent variables.] We have

H=xnf f
, |j=x/\w, v) where yjx-u, z

(

'x=v.
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The geometrical considerations, now show that these two
stationary values of r2

, are the squares of the semi-axes of the section,
in question.

2. If u

where

x y z
'

show that the stationary value ofu, is given by

We write

g(x, y, z)=flx'+&V+c'2a+>
( I + y

f
I
-1

)-

Equating to zero the partial derivatives of g(x, y, z) w r, to

x, y and z, we obtain

, y- - =0, 2A 2
=0.

These give

or ax=by~cz. .,, (/)

The equation (/) along with the given subsidiary condition
=1, determine x, y and z.

Exercises

1. Find the minimum value of ,v
a
-h^

2 fz2 when

(w)

(MI) xyz=a*.

2. Find the extreme value of xy when

3. Find the greatest value of axby when
x*+xy+y*^3k*. (D.U. Hons. 1953)

4. Find the perpendicular distance of the point (a> b, c) from the plane

b^the Lagrange's method of undetermined multipliers.

5. Which point of the sphere 2x*=l is at the maximum distance from
tbepohU{2, 1,3)?

6. Find the lengths of the axes of the conic

ax*+2hxy+byz~l.

7. In a plane triangle, find the maximum value of
ens A COS B COS C.

8.
' Find the? extttme Va lues of
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Examples

I. Find the envelope of the family ofsemi-cubicalparabola*
/ *Y

Differentiating (/) w.r. to a, we

- -.
155

of the family.

2. Find the envelope of the family

.

Eliminating a between (i) and
(//), we get

y=o,
which is the required envelope.

We already know that y=0 iff

the locus of singular points i.e., cusps,
Of i and also it touches each member

where a is a constant and m is a parameter.
Differentiating w.r. to m we get

Eliminating m, we get

which is the envelope.
Thus the envelope consists of two

ines

x0 and x=a.
If we trace the given curves

x+a
Fig. 156

we will find that j-axis (x=0) is the locus of its singular points and
x=a is tangent to each curve.

3. Considering the evolute of a curve as the envelope of its

normals, find the evolute of the ellipse x2
/a

2 +y2/6-=l.
The equation of the normal at any point (a cos 0, b sin 0) on

the ellipse is

ax ^Jby^^tf^ip //v
cos "~~sin 0~~

Thus, (i) is the equation of the family of normals, where is

the parameter.
Differentiating (/) partially w.r. to 0, we have

ax sin by GOB __ ,..v

cos2 <T + sin2 "* l)
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To obtain the envelope, we have to eliminate 6 between (i) and
(//). From (ii), we get

tan-van v = --- .

()*

Substituting these values in (/), we get

[(<*x)% +(by)$] [(**)* +(*)>)*]* =**-&*,

or

or
which is the required evolute.

4. Find the envelope of thefamily of ellipses

/z^ two parameter a, 6, flre connected by the relation

a+b=c ;

c, fomg tz constant. (B.U. 1954)*
We will eliminate one parameter and express the equation of

given family in terms of the other. We have
&= c a,

so that

ia the equation of the family involving on parameter a.

Differentiating (i) partially n\r. to ay we have

ca~0 or - - =

which gives

- ----^ /(

Substituting these values in (/), we get

or

or
which is the required envelope

OALOTTIJJ8

f'W> $) ,:$w4';&? ewehpt offhe family of lines"

,(0,
the parameters a and b ore connected by the relation

Here, if, as in the example abo^e, we eliminate one parameter,
the process of determining the envelope will become rather tedious.
This tedio^sn^ss may be avoided in the following manner.

We pohsider, b, As a 'functibq. of, a, as determined fr6m (//).

Differentiating (/) and (11) w.r. to the parameter, a, we get

b _ ^
.

'

, da N '

From (Hi) and (iv), we eliminate db\da and get
.x y

The equation of the envelope will, now, be obtained by elimi-

nating a and b from (/), (11) and (v). Now (v) gives

x'/a y\b xfa+y/b 1-^ --- r =--L- [From (/) and (//)]n n L v y v /J

=:xcw or a=

^n or ^^
Substituting these values in (//), we get

or

xn/(n+l)
as the required envelope.

6. Show that the envelope of a circle whose centre lies on the

parabola y*=4ax and which passes through its vertex is the cissoid

y*(2a+x)+x*=0. (B.U. 7953)

Now, (a/
2

, 2at) is any point on the parabola. Its distance from
the vertex (0, 0) is

Thus, the equation of the given family of circles is

(x at*)+(y-2at)*=^a
2t*+4a*t2

,

or
x*+y*2at*x-4:aty=Q. ...(vi)

Differentiating (i), w.r. to t, we get
4a/x 4oy=0, or /= y\x.

Substituting this value of t in (/), we get the required envelope.
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7. Find the envelope of straight lines drawn at risht angles, to the
radii vectors of the Cordioide.

through their extremities.
Let P be any point on the curve. If a be its vectorial angle,

then its radius vector OP=^a(l +cos a).
The equation of the line drawn through P at right angles to the

radius vector OP is
r cos (6 a)=tf(l +cos a). ..(I)-

The angle a is different for different straight lines.

Differentiating (1) w.r. to a, we get .
,

rsin (0 a)^ sin a. ..(2)
To eliminate (a) from (1) and (2), we re-write them as

(r cos Qa) cos a-\-r sin 6 sin a=a. . .(3)
r sin 9 cos a (r COR a) sin a =0, ..(4)

Now, (4) gives
tan cL = r sin 0/(r cos Qa).

__ r sin __ r cos 0a
' C S a~ 2 ' cos 0'
Substituting these values in (3), we obtain

(r cos 0-tf)2 +r2 sin2 0_
y(r2 +aa 2ar cos 0)

"~~ '

or
r2^02_oar cos 0a2

, i.^., r=2a cos
which is the required envelope.

Exercises
1. Find the envelope of the following families of lines :

(i) y^wx+^cFm2 ^ 62
), the parameter being m ;

(//) x cos3
Q-\-y sin3 0=a, the parameter being o ;

(iii) x sin y cos G~flO. the parameter being o ',

(/v) xcosn Oi->>sinn 0^=0, the parameter being 6 ;

(v) y=mx + amp
, the parameter being m ;

(v/) xcosec o ^cot o~c.
2. Find the envelope of the family of straight lines xla+ylb=-\ where

4, 6 are connected b> the relation
(/) a+6=c. (//) a2+62-c2

. (m) a^-c1
,

c is a constant.
3. Find the envelope of the ellipses, having the axes of co-ordinates as

principal axes and the semi-axes a, b connected by tne relation

4. Show that the envelope of the family of the parabolas,

under the condition
(/) a6=c2 is a hyperbola having its asymptotes coinciding with axes.

, (11) a-f 6==c is an astroid.
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It is easy to see that we could have eliminated the step (i), and
simplified the process by saying that the required asymptote is

IBv 4-x =-Kmy+X - lim
i

when x -> oo and yjx -> 1.

2. Find the asymptotes of

-f 5x2 + 15xy flO.y
2-^ f 1 -0.

Equating to zero the co-efficient of the highest power y* of y,
we see that

4xH-10=0, i.e., 2x+5--=0,

is one asymptote.

Factorising the highest degree terms, we get

Here 2y +x is a repeated linear factor of highest degree terms,

i.e., 3rd degree. There will, therefore, be no asymptote parallel to

2y+JC~0 if (2y+x) is not a factor of the 2nd degree terms also.

But this is not the case. In fact, the equation is

x(2y -f-*)
2 +5(x +y)(x +2y) - 2y + 1 - 0.

Therefore, the curve has two asymptotes parallel to

We have now to find lim (y+\x) when x -> x and yjx ->

Let lim (y -f Jx)=--c so that lim (2^+x) 2c.

Dividing by x, the equation becomes

In the limit,

4cM-5.2c(l-i)-2(-i)+0=0> ...(0

or 4c2 +5c + l=-0
r_ t i

- . C 5 ,
1.

Hence y= J^-~J and.y= Jx 1,

are the two more asymptotes.

It is easy to see that we
ified the process by sayi

(2y+xy+5(2y+x). lim (l+y/x)+ lim

It is easy to see that we could have eliminated the step (i) and
simplified the process by saying that the asymptotes are

i.e.,

(ty+x)*+5(2y+x). J +1-0 or 2(2>> fx)
2 +5(2>>+*)+2-0,

which gives
=0 and 4>>-f 2x + l=0.
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p
ax+by+c+lim /~^0,

fn-i

when x -> oo and y/x -> a\b.

To determine the limit (/
r
n-a/'

r
n-i)> w^ divide the numerator as

well as the denominator by xn~l and see that 1/x appears as a factor

so that jPn_ 2/Fn ^1
- > a* x -> x .

Thus

is on asymptote.

Exercises

Find the asymptotes of the following curves :

2. (x--i)(;c-2)(;c-Kx)+*
2 j-x+1 -0.

3. y3 -*M .y2 +X9+y-X +\^Q.
4. x(y

2 ~lby+2b*)^y*-3bx*+b*.

5. ^3
f6.v2^MlA:/--h6^4-3^4-12x^f 1 ly^-ZxfSy f-5-0. (7\l/. >

6. .x
2
(3>'^,v)MM3vfAr)(xHr)-h9^-|-6A7f9y^6x+9-0.

7. (y
2 -HA7^2x2

)
2
-}-(y

2 +^-2x2
)(2>' -jc)-7/

2 -l9xy-23x2 -hx f 2/ | 3-^>.

8. x(y-3)*^.4y(x~\)*.

9. (a-}-x)
2
(/?

2
-}A'

2 )--xV2
.

10. ><
3 -

5A-y
2 -h8^^4jc3 -3/-f 9A7 -6A'2 i2^ 2x f 1 -0.

16 5. Intersection of a curve and its asymptotes.

Any asymptote of a curve ofthe nth degree cuts the curve in (n 2)

points.

Let y =niK-\-c be an asymptote of the curve

To find the points of intersection, we have to solve the two

equations simultaneously.

The abscissae of the points of intersection are the roots of the

equation

xn
<l>n(m +clx) +x ^n-i(m +c/x) +x*-*<f>n - 2(m +cjx) + ...... -0. ...(/)

Expanding each term by Taylor's theorem and arranging
according to descending powers of x, we get
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DSC- 1B DIFFERENTIAL EQUATIONS BS:204 

Theory: 4 Credits and Practicals: 1 credits  
Theory: 4 hours /week and Practicals: 2 hours /week 

Objective: The main aim of this course is to introduce the students to the techniques 

of solving differential equations and to train to apply their skills in solving some of 

the problems of engineering and science. 

Outcomes: After learning the course the students will be equipped with the various 

tools to solve few types differential equations that arise in several branches of science. 

Unit – I 

Differential Equations of first order and first degree: 

Exact differential equations – Integrating Factors – Change in variables – Total 

Differential Equations – Simultaneous Total Differential Equations – Equations of the 

form dx P = dy Q = dz R  

Differential Equations first order but not of first degree: Equations Solvable for y – 

Equations Solvable for x – Equations that do not contain x ( or y ) – Clairaut’s 

equation 

Unit – II 

Higher order linear differential equations: Solution of homogeneous linear differential 

equations with constant coefficients – Solution of non-homogeneous differential 

equations P(D)y= Q(x)  with constant coefficients by means of polynomial operators 

when Q(x)=bx!,be!",e!"V, b cos ax , b sin (ax) 

Unit – III 

Method of undetermined coefficients – Method of variation of parameters – Linear  

differential equations with non constant coefficients – The Cauchy – Euler Equation 
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Unit – IV 

Partial Differential equations- Formation and solution- Equations easily integrable – 

Linear equations of first order – Non linear equations of first order – Charpit’s method 

– Non homogeneous linear partial differential equations – Separation of variables

Text: Zafar Ahsan, Differential Equations and Their Applications 

References: Frank Ayres Jr, Theory and Problems of Differential Equations 

Ford, L.R, Differential Equations. 

Daniel Murray, Differential Equations 

S. Balachandra Rao, Differential Equations with Applications and Programs 

Stuart P Hastings, J Bryce McLead; Classical Methods in Ordinary Differential 
Equations 
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Differential Equations 
Practicals Question Bank 

Unit-I 

Solve the following differential equations: 

1. ′y = sin(x + y)+ cos(x + y)

2. xdy − ydx = a(x2 + y2 )dy

3. x2ydx − (x3 + y3)dy = 0

4. (y + z)dx + (x + z)dy + (x + y)dz = 0

5. ysin2xdx − (1+ y2 + cos2 x)dy = 0

6. y + px = p2x4

7. yp2 + (x − y)p − x = 0

8. 
dx
y − zx

= dy
yz + x

= dz
x2 + y2

9. 
dx

x(y2 − z2 )
= dy
y(z2 − x2 )

= dz
z(x2 − y2 )

10. Use the transformation x2 = u and y2 = v  to solve the equation

axyp2 + (x2 − ay2 − b)p − xy = 0 . 

Unit-II 

Solve the following differential equations: 

1. D2y + (a + b)Dy + aby = 0

2. D3y − D2y − Dy − 2y = 0

3. D3y + Dy = x2 + 2x

4. ′′y + 3 ′y + 2y = 2(e−2x + x2 )
Page 10 



5. y(5) + 2 ′′′y + ′y = 2x + sin x + cos x

6. (D2 +1)(D2 + 4)y = cos x
2
cos 3x

2

7. (D2 +1)y = cos x + xe2x + ex sin x

8. ′′y + 3 ′y + 2y = 12ex

9. ′′y − y = cos x

10. 4 ′′y − 5 ′y = x2ex

Unit-III 

Solve the following differential equations: 

1. ′′y + 3 ′y + 2y = xex

2. ′′y + 3 ′y + 2y = sin x

3. ′′y + ′y + y = x2

4. ′′y + 2 ′y + y = x2e− x

5. x2 ′′y − x ′y + y = 2 log x

6. x4 ′′′y + 2x3 ′′y − x2 ′y + xy = 1

7. x2 ′′y − x ′y + 2y = x log x

8. x2 ′′y − x ′y + 2y = x

Use the reduction of order method to solve the following homogeneous equation 
whose one of the solutions is given: 

9. ′′y − 2
x

′y + 2
x2
y = 0 , y1 = x

10. (2x2 +1) ′′y − 4x ′y + 4y = 0 , y1 = x
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Unit-IV 

1. Form the partial differential equation , by eliminating the arbitrary constants from
z = (x2 + a)(y2 + b) . 

2. Find the differential equation of the family of all planes whose members  are  all at
a constant distance r  from the origin. 

3. Form the differential equation by eliminating arbitrary function F  from

F(x2 + y2, z − xy) = 0 . 

Solve the following differential equations: 

4. x2 (y − z)p + y2 (z − x)q = z2 (x − y)

5. x(z2 − y2 )p + y(x2 − z2 )q = z(y2 − x2 )

6. p2 − q2( )z = x − y

7. z = px + qy + p2q2

8. z2 = pqxy

9. z2 (p2 + q2 ) = x2 + y2

10. r + s − 6t = cos(2x + y)
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DSC- 1C    REAL ANALYSIS BS: 304 

Theory: 4 credits and Practicals: 1 credits  
Theory: 4 hours /week and Practicals: 2 hours /week 

Objective: The course is aimed at exposing the students to the foundations of analysis 

which will be useful in understanding various physical phenomena. 

Outcome: After the completion of the course  students will be in a position to 

appreciate beauty and applicability of the course.  

Unit – I 

Sequences: Limits of Sequences- A Discussion about Proofs-Limit Theorems for 

Sequences-Monotone Sequences and Cauchy Sequences 

 Unit – II 
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This shows |s− t| < ϵ for all ϵ > 0. It follows that |s− t| = 0; hence
s = t.

Exercises

7.1 Write out the first five terms of the following sequences.
(a) sn = 1

3n+1 (b) bn = 3n+1
4n−1

(c) cn = n
3n (d) sin(nπ4 )

7.2 For each sequence in Exercise 7.1, determine whether it converges. If
it converges, give its limit. No proofs are required.

7.3 For each sequence below, determine whether it converges and, if it
converges, give its limit. No proofs are required.
(a) an = n

n+1 (b) bn = n2+3
n2−3

(c) cn = 2−n (d) tn = 1 + 2
n

(e) xn = 73 + (−1)n (f) sn = (2)1/n

(g) yn = n! (h) dn = (−1)nn

(i) (−1)n

n (j) 7n3+8n
2n3−3

(k) 9n2−18
6n+18 (l) sin(nπ2 )

(m) sin(nπ) (n) sin(2nπ3 )

(o) 1
n sinn (p) 2n+1+5

2n−7

(q) 3n

n! (r) (1 + 1
n )

2

(s) 4n2+3
3n2−2 (t) 6n+4

9n2+7

7.4 Give examples of

(a) A sequence (xn) of irrational numbers having a limit lim xn

that is a rational number.

(b) A sequence (rn) of rational numbers having a limit lim rn that
is an irrational number.

7.5 Determine the following limits. No proofs are required, but show any
relevant algebra.

(a) lim sn where sn =
√
n2 + 1− n,

(b) lim(
√
n2 + n− n),

(c) lim(
√
4n2 + n− 2n).

Hint for (a): First show sn = 1√
n2+1+n

.
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then we clearly have m > 0 and |sn| ≥ m for all n ∈ N in view of (1).
Thus inf{|sn| : n ∈ N} ≥ m > 0, as desired.

Formal proofs are required in the following exercises.

Exercises

8.1 Prove the following:
(a) lim (−1)n

n = 0 (b) lim 1
n1/3 = 0

(c) lim 2n−1
3n+2 = 2

3 (d) lim n+6
n2−6 = 0

8.2 Determine the limits of the following sequences, and then prove your
claims.
(a) an = n

n2+1 (b) bn = 7n−19
3n+7

(c) cn = 4n+3
7n−5 (d) dn = 2n+4

5n+2

(e) sn = 1
n sinn

8.3 Let (sn) be a sequence of nonnegative real numbers, and suppose
lim sn = 0. Prove lim

√
sn = 0. This will complete the proof for

Example 5.

8.4 Let (tn) be a bounded sequence, i.e., there existsM such that |tn| ≤ M
for all n, and let (sn) be a sequence such that lim sn = 0. Prove
lim(sntn) = 0.

8.5 ⋆1

(a) Consider three sequences (an), (bn) and (sn) such that an ≤
sn ≤ bn for all n and lim an = lim bn = s. Prove lim sn = s.
This is called the “squeeze lemma.”

(b) Suppose (sn) and (tn) are sequences such that |sn| ≤ tn for all
n and lim tn = 0. Prove lim sn = 0.

8.6 Let (sn) be a sequence in R.

(a) Prove lim sn = 0 if and only if lim |sn| = 0.

(b) Observe that if sn = (−1)n, then lim |sn| exists, but lim sn does
not exist.

8.7 Show the following sequences do not converge.
(a) cos(nπ3 ) (b) sn = (−1)nn
(c) sin(nπ3 )

1This exercise is referred to in several places.
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ϵ > 0, so there exists N such that n > N implies | 1
sn

− 0| < ϵ = 1
M .

Since sn > 0, we can write

n > N implies 0 <
1

sn
<

1

M

and hence

n > N implies M < sn.

That is, lim sn = +∞ and (2) holds.

Exercises

9.1 Using the limit Theorems 9.2–9.7, prove the following. Justify all steps.
(a) lim n+1

n = 1 (b) lim 3n+7
6n−5 = 1

2

(c) lim 17n5+73n4−18n2+3
23n5+13n3 = 17

23

9.2 Suppose lim xn = 3, lim yn = 7 and all yn are nonzero. Determine the
following limits:
(a) lim(xn + yn) (b) lim 3yn−xn

y2
n

9.3 Suppose lim an = a, lim bn = b, and sn = a3
n+4an

b2n+1 . Prove lim sn =
a3+4a
b2+1 carefully, using the limit theorems.

9.4 Let s1 = 1 and for n ≥ 1 let sn+1 =
√
sn + 1.

(a) List the first four terms of (sn).

(b) It turns out that (sn) converges. Assume this fact and prove
the limit is 1

2 (1 +
√
5).

9.5 Let t1 = 1 and tn+1 = t2n+2
2tn

for n ≥ 1. Assume (tn) converges and find
the limit.

9.6 Let x1 = 1 and xn+1 = 3x2
n for n ≥ 1.

(a) Show if a = lim xn, then a = 1
3 or a = 0.

(b) Does lim xn exist? Explain.

(c) Discuss the apparent contradiction between parts (a) and (b).

9.7 Complete the proof of Theorem 9.7(c), i.e., give the standard argument
needed to show lim sn = 0.
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Proof
The expression “if and only if” indicates that we have two assertions
to verify: (i) convergent sequences are Cauchy sequences, and (ii)
Cauchy sequences are convergent sequences. We already verified (i)
in Lemma 10.9. To check (ii), consider a Cauchy sequence (sn) and
note (sn) is bounded by Lemma 10.10. By Theorem 10.7 we need
only show

lim inf sn = lim sup sn. (1)

Let ϵ > 0. Since (sn) is a Cauchy sequence, there exists N so that

m,n > N implies |sn − sm| < ϵ.

In particular, sn < sm + ϵ for all m,n > N . This shows sm + ϵ is an
upper bound for {sn : n > N}, so vN = sup{sn : n > N} ≤ sm + ϵ
for m > N . This, in turn, shows vN − ϵ is a lower bound for {sm :
m > N}, so vN − ϵ ≤ inf{sm : m > N} = uN . Thus

lim sup sn ≤ vN ≤ uN + ϵ ≤ lim inf sn + ϵ.

Since this holds for all ϵ > 0, we have lim sup sn ≤ lim inf sn. The
opposite inequality always holds, so we have established (1).

The proof of Theorem 10.11 uses Theorem 10.7, and Theo-
rem 10.7 relies implicitly on the Completeness Axiom 4.4, since
without the completeness axiom it is not clear that lim inf sn and
lim sup sn are meaningful. The completeness axiom assures us that
the expressions sup{sn : n > N} and inf{sn : n > N} in Defini-
tion 10.6 are meaningful, and Theorem 10.2 [which itself relies on
the completeness axiom] assures us that the limits in Definition 10.6
also are meaningful.

Exercises on lim sup’s and lim inf’s appear in §§11 and 12.

Exercises

10.1 Which of the following sequences are increasing? decreasing? bounded?
(a) 1

n (b) (−1)n

n2

(c) n5 (d) sin(nπ7 )
(e) (−2)n (f) n

3n
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10.2 Prove Theorem 10.2 for bounded decreasing sequences.

10.3 For a decimal expansion K.d1d2d3d4 · · ·, let (sn) be defined as in
Discussion 10.3. Prove sn < K + 1 for all n ∈ N. Hint : 9

10 + 9
102 +

· · ·+ 9
10n = 1− 1

10n for all n.

10.4 Discuss why Theorems 10.2 and 10.11 would fail if we restricted our
world of numbers to the set Q of rational numbers.

10.5 Prove Theorem 10.4(ii).

10.6 (a) Let (sn) be a sequence such that

|sn+1 − sn| < 2−n for all n ∈ N.

Prove (sn) is a Cauchy sequence and hence a convergent
sequence.

(b) Is the result in (a) true if we only assume |sn+1 − sn| < 1
n for all

n ∈ N?

10.7 Let S be a bounded nonempty subset of R such that supS is not in S.
Prove there is a sequence (sn) of points in S such that lim sn = supS.
See also Exercise 11.11.

10.8 Let (sn) be an increasing sequence of positive numbers and define
σn = 1

n (s1 + s2 + · · ·+ sn). Prove (σn) is an increasing sequence.

10.9 Let s1 = 1 and sn+1 = ( n
n+1 )s

2
n for n ≥ 1.

(a) Find s2, s3 and s4.

(b) Show lim sn exists.

(c) Prove lim sn = 0.

10.10 Let s1 = 1 and sn+1 = 1
3 (sn + 1) for n ≥ 1.

(a) Find s2, s3 and s4.

(b) Use induction to show sn > 1
2 for all n.

(c) Show (sn) is a decreasing sequence.

(d) Show lim sn exists and find lim sn.

10.11 Let t1 = 1 and tn+1 = [1− 1
4n2 ] · tn for n ≥ 1.

(a) Show lim tn exists.

(b) What do you think lim tn is?
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10.12 Let t1 = 1 and tn+1 = [1− 1
(n+1)2 ] · tn for n ≥ 1.

(a) Show lim tn exists.

(b) What do you think lim tn is?

(c) Use induction to show tn = n+1
2n .

(d) Repeat part (b).

§11 Subsequences

11.1 Definition.
Suppose (sn)n∈N is a sequence. A subsequence of this sequence is a
sequence of the form (tk)k∈N where for each k there is a positive
integer nk such that

n1 < n2 < · · · < nk < nk+1 < · · · (1)

and

tk = snk . (2)

Thus (tk) is just a selection of some [possibly all] of the sn’s taken
in order.

Here are some alternative ways to approach this concept. Note
that (1) defines an infinite subset of N, namely {n1, n2, n3, . . .}. Con-
versely, every infinite subset of N can be described by (1). Thus a
subsequence of (sn) is a sequence obtained by selecting, in order, an
infinite subset of the terms.

For a more precise definition, recall we can view the sequence
(sn)n∈N as a function s with domain N; see §7. For the subset
{n1, n2, n3, . . .}, there is a natural function σ [lower case Greek sigma]
given by σ(k) = nk for k ∈ N. The function σ “selects” an infinite
subset of N, in order. The subsequence of s corresponding to σ is
simply the composite function t = s ◦ σ. That is,

tk = t(k) = s ◦ σ(k) = s(σ(k)) = s(nk) = snk for k ∈ N. (3)

Thus a sequence t is a subsequence of a sequence s if and only if
t = s ◦ σ for some increasing function σ mapping N into N. We will
usually suppress the notation σ and often suppress the notation t

Exercises 65
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10.3 For a decimal expansion K.d1d2d3d4 · · ·, let (sn) be defined as in
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10.5 Prove Theorem 10.4(ii).

10.6 (a) Let (sn) be a sequence such that

|sn+1 − sn| < 2−n for all n ∈ N.

Prove (sn) is a Cauchy sequence and hence a convergent
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(b) Is the result in (a) true if we only assume |sn+1 − sn| < 1
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10.8 Let (sn) be an increasing sequence of positive numbers and define
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n+1 )s

2
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10.10 Let s1 = 1 and sn+1 = 1
3 (sn + 1) for n ≥ 1.
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(b) Use induction to show sn > 1
2 for all n.

(c) Show (sn) is a decreasing sequence.

(d) Show lim sn exists and find lim sn.

10.11 Let t1 = 1 and tn+1 = [1− 1
4n2 ] · tn for n ≥ 1.

(a) Show lim tn exists.

(b) What do you think lim tn is?
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Proof
Suppose t is finite. Consider the interval (t− ϵ, t+ ϵ). Then some tn
is in this interval. Let δ = min{t+ ϵ− tn, tn − t+ ϵ}, so that

(tn − δ, tn + δ) ⊆ (t− ϵ, t+ ϵ).

Since tn is a subsequential limit, the set {n ∈ N : sn ∈ (tn−δ, tn+δ)}
is infinite, so the set {n ∈ N : sn ∈ (t− ϵ, t+ ϵ)} is also infinite. Thus,
by Theorem 11.2(i), t itself is a subsequential limit of (sn).

If t = +∞, then clearly the sequence (sn) is unbounded above,
so a subsequence of (sn) has limit +∞ by Theorem 11.2(ii). Thus
+∞ is also in S. A similar argument applies if t = −∞.

Exercises

11.1 Let an = 3 + 2(−1)n for n ∈ N.

(a) List the first eight terms of the sequence (an).

(b) Give a subsequence that is constant [takes a single value].
Specify the selection function σ.

11.2 Consider the sequences defined as follows:

an = (−1)n, bn =
1

n
, cn = n2, dn =

6n+ 4

7n− 3
.

(a) For each sequence, give an example of a monotone subse-
quence.

(b) For each sequence, give its set of subsequential limits.

(c) For each sequence, give its lim sup and lim inf.

(d) Which of the sequences converges? diverges to +∞? diverges
to −∞?

(e) Which of the sequences is bounded?

11.3 Repeat Exercise 11.2 for the sequences:

sn = cos(
nπ

3
), tn =

3

4n+ 1
, un =

(
−1

2

)n

, vn = (−1)n +
1

n
.

11.4 Repeat Exercise 11.2 for the sequences:

wn = (−2)n, xn = 5(−1)n , yn = 1 + (−1)n, zn = n cos
(nπ

4

)
.
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Exercises

12.1 Let (sn) and (tn) be sequences and suppose there exists N0 such that
sn ≤ tn for all n > N0. Show lim inf sn ≤ lim inf tn and lim sup sn ≤
lim sup tn. Hint : Use Definition 10.6 and Exercise 9.9(c).

12.2 Prove lim sup |sn| = 0 if and only if lim sn = 0.

12.3 Let (sn) and (tn) be the following sequences that repeat in cycles of
four:

(sn) = (0, 1, 2, 1, 0, 1, 2, 1, 0, 1, 2, 1, 0, 1, 2, 1, 0, . . .)

(tn) = (2, 1, 1, 0, 2, 1, 1, 0, 2, 1, 1, 0, 2, 1, 1, 0, 2, . . .)

Find
(a) lim inf sn + lim inf tn, (b) lim inf(sn + tn),
(c) lim inf sn + lim sup tn, (d) lim sup(sn + tn),
(e) lim sup sn + lim sup tn, (f) lim inf(sntn),
(g) lim sup(sntn)

12.4 Show lim sup(sn+tn) ≤ lim sup sn+lim sup tn for bounded sequences
(sn) and (tn). Hint : First show

sup{sn + tn : n > N} ≤ sup{sn : n > N}+ sup{tn : n > N}.

Then apply Exercise 9.9(c).

12.5 Use Exercises 11.8 and 12.4 to prove

lim inf(sn + tn) ≥ lim inf sn + lim inf tn

for bounded sequences (sn) and (tn).

12.6 Let (sn) be a bounded sequence, and let k be a nonnegative real
number.

(a) Prove lim sup(ksn) = k · lim sup sn.

(b) Do the same for lim inf. Hint : Use Exercise 11.8.

(c) What happens in (a) and (b) if k < 0?

12.7 Prove if lim sup sn = +∞ and k > 0, then lim sup(ksn) = +∞.

12.8 Let (sn) and (tn) be bounded sequences of nonnegative numbers.
Prove lim sup sntn ≤ (lim sup sn)(lim sup tn).

12.9 (a) Prove that if lim sn = +∞ and lim inf tn > 0, then lim sntn =
+∞.

(b) Prove that if lim sup sn = +∞ and lim inf tn > 0, then
lim sup sntn = +∞.
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(sn) = (0, 1, 2, 1, 0, 1, 2, 1, 0, 1, 2, 1, 0, 1, 2, 1, 0, . . .)

(tn) = (2, 1, 1, 0, 2, 1, 1, 0, 2, 1, 1, 0, 2, 1, 1, 0, 2, . . .)

Find
(a) lim inf sn + lim inf tn, (b) lim inf(sn + tn),
(c) lim inf sn + lim sup tn, (d) lim sup(sn + tn),
(e) lim sup sn + lim sup tn, (f) lim inf(sntn),
(g) lim sup(sntn)

12.4 Show lim sup(sn+tn) ≤ lim sup sn+lim sup tn for bounded sequences
(sn) and (tn). Hint : First show

sup{sn + tn : n > N} ≤ sup{sn : n > N}+ sup{tn : n > N}.

Then apply Exercise 9.9(c).

12.5 Use Exercises 11.8 and 12.4 to prove

lim inf(sn + tn) ≥ lim inf sn + lim inf tn

for bounded sequences (sn) and (tn).

12.6 Let (sn) be a bounded sequence, and let k be a nonnegative real
number.

(a) Prove lim sup(ksn) = k · lim sup sn.

(b) Do the same for lim inf. Hint : Use Exercise 11.8.

(c) What happens in (a) and (b) if k < 0?

12.7 Prove if lim sup sn = +∞ and k > 0, then lim sup(ksn) = +∞.

12.8 Let (sn) and (tn) be bounded sequences of nonnegative numbers.
Prove lim sup sntn ≤ (lim sup sn)(lim sup tn).

12.9 (a) Prove that if lim sn = +∞ and lim inf tn > 0, then lim sntn =
+∞.

(b) Prove that if lim sup sn = +∞ and lim inf tn > 0, then
lim sup sntn = +∞.
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Exercises

14.1 Determine which of the following series converge. Justify your
answers.
(a)

∑ n4

2n (b)
∑ 2n

n!

(c)
∑ n2

3n (d)
∑ n!

n4+3

(e)
∑ cos2 n

n2 (f)
∑∞

n=2
1

logn

14.2 Repeat Exercise 14.1 for the following.
(a)

∑ n−1
n2 (b)

∑
(−1)n

(c)
∑ 3n

n3 (d)
∑ n3

3n

(e)
∑ n2

n! (f)
∑ 1

nn

(g)
∑ n

2n

14.3 Repeat Exercise 14.1 for the following.
(a)

∑ 1√
n!

(b)
∑ 2+cosn

3n

(c)
∑ 1

2n+n (d)
∑

(12 )
n(50 + 2

n )

(e)
∑

sin(nπ9 ) (f)
∑ (100)n

n!

14.4 Repeat Exercise 14.1 for the following.
(a)

∑∞
n=2

1
[n+(−1)n]2 (b)

∑
[
√
n+ 1−

√
n]

(c)
∑ n!

nn

14.5 Suppose
∑

an = A and
∑

bn = B where A and B are real numbers.
Use limit theorems from §9 to quickly prove the following.

(a)
∑

(an + bn) = A+B.

(b)
∑

kan = kA for k ∈ R.

(c) Is
∑

anbn = AB a reasonable conjecture? Discuss.

14.6 (a) Prove that if
∑

|an| converges and (bn) is a bounded sequence,
then

∑
anbn converges. Hint : Use Theorem 14.4.

(b) Observe that Corollary 14.7 is a special case of part (a).

14.7 Prove that if
∑

an is a convergent series of nonnegative numbers and
p > 1, then

∑
apn converges.

14.8 Show that if
∑

an and
∑

bn are convergent series of nonnegative
numbers, then

∑√
anbn converges. Hint : Show

√
anbn ≤ an + bn for

all n.

14.9 The convergence of a series does not depend on any finite number of
the terms, though of course the value of the limit does. More precisely,
consider series

∑
an and

∑
bn and suppose the set {n ∈ N : an ̸= bn}
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is finite. Then the series both converge or else they both diverge.
Prove this. Hint : This is almost obvious from Theorem 14.4.

14.10 Find a series
∑

an which diverges by the Root Test but for which
the Ratio Test gives no information. Compare Example 8.

14.11 Let (an) be a sequence of nonzero real numbers such that the sequence
(an+1

an
) of ratios is a constant sequence. Show

∑
an is a geometric

series.

14.12 Let (an)n∈N be a sequence such that lim inf |an| = 0. Prove there is
a subsequence (ank)k∈N such that

∑∞
k=1 ank converges.

14.13 We have seen that it is often a lot harder to find the value of an
infinite sum than to show it exists. Here are some sums that can be
handled.

(a) Calculate
∑∞

n=1(
2
3 )

n and
∑∞

n=1(−
2
3 )

n.

(b) Prove
∑∞

n=1
1

n(n+1) = 1. Hint : Note that
∑n

k=1
1

k(k+1) =
∑n

k=1[
1
k − 1

k+1 ].

(c) Prove
∑∞

n=1
n−1
2n+1 = 1

2 . Hint : Note
k−1
2k+1 = k

2k − k+1
2k+1 .

(d) Use (c) to calculate
∑∞

n=1
n
2n .

14.14 Prove
∑∞

n=1
1
n diverges by comparing with the series

∑∞
n=2 an where

(an) is the sequence

(
1

2
,
1

4
,
1

4
,
1

8
,
1

8
,
1

8
,
1

8
,
1

16
,
1

16
,
1

16
,
1

16
,
1

16
,
1

16
,
1

16
,
1

16
,
1

32
,
1

32
, . . .).

§15 Alternating Series and Integral Tests

Sometimes one can check convergence or divergence of series by
comparing the partial sums with familiar integrals. We illustrate.

Example 1
We show

∑ 1
n = +∞.

Consider the picture of the function f(x) = 1
x in Fig. 15.1. For

n ≥ 1 it is evident that
n∑

k=1

1

k
= Sum of the areas of the first n rectangles in Fig. 15.1
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To check the last claim, note that s2k ≤ s ≤ s2k+1, so both
s2k+1−s and s−s2k are clearly bounded by s2k+1−s2k = a2k+1 ≤ a2k.
So, whether n is even or odd, we have |s− sn| ≤ an.

Exercises

15.1 Determine which of the following series converge. Justify your
answers.
(a)

∑ (−1)n

n (b)
∑ (−1)nn!

2n

15.2 Repeat Exercise 15.1 for the following.
(a)

∑
[sin(nπ6 )]n (b)

∑
[sin(nπ7 )]n

15.3 Show
∑∞

n=2
1

n(log n)p converges if and only if p > 1.

15.4 Determine which of the following series converge. Justify your
answers.
(a)

∑∞
n=2

1√
n log n

(b)
∑∞

n=2
logn
n

(c)
∑∞

n=4
1

n(log n)(log logn) (d)
∑∞

n=2
logn
n2

15.5 Why didn’t we use the Comparison Test to prove Theorem 15.1 for
p > 1?

15.6 (a) Give an example of a divergent series
∑

an for which
∑

a2n
converges.

(b) Observe that if
∑

an is a convergent series of nonnegative terms,
then

∑
a2n also converges. See Exercise 14.7.

(c) Give an example of a convergent series
∑

an for which
∑

a2n
diverges.

15.7 (a) Prove if (an) is a decreasing sequence of real numbers and if
∑

an
converges, then limnan = 0. Hint : Consider |aN+1+aN+2+· · ·+
an| for suitable N .

(b) Use (a) to give another proof that
∑ 1

n diverges.

15.8 Formulate and prove a general integral test as advised in 15.2.

§16 * Decimal Expansions of Real Numbers

We begin by recalling the brief discussion of decimals in Discus-
sion 10.3. There we considered a decimal expansion K.d1d2d3 · · ·,
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functions. This is because

lim
n→∞

n∑

k=0

akx
k converges uniformly to

∞∑

k=0

akx
k

on sets [−R1, R1] such that R1 < R. The definition of uniform con-
vergence is given in the next section, and the next two sections will
be devoted to this important notion. We return to power series in
§26, and again in §31.

Exercises

23.1 For each of the following power series, find the radius of convergence
and determine the exact interval of convergence.
(a)

∑
n2xn (b)

∑
( xn )

n

(c)
∑

(2
n

n2 )xn (d)
∑

(n
3

3n )x
n

(e)
∑

(2
n

n! )x
n (f)

∑
( 1
(n+1)22n )x

n

(g)
∑

( 3n

n·4n )x
n (h)

∑
( (−1)n

n2·4n )x
n

23.2 Repeat Exercise 23.1 for the following:
(a)

∑√
nxn (b)

∑ 1
n
√

nx
n

(c)
∑

xn! (d)
∑ 3n√

n
x2n+1

23.3 Find the exact interval of convergence for the series in Example 6.

23.4 For n = 0, 1, 2, 3, . . ., let an = [4+2(−1)n

5 ]n.

(a) Find lim sup(an)1/n, lim inf(an)1/n, lim sup |an+1

an
| and lim inf

|an+1

an
|.

(b) Do the series
∑

an and
∑

(−1)nan converge? Explain briefly.

(c) Now consider the power series
∑

anxn with the coefficients an
as above. Find the radius of convergence and determine the
exact interval of convergence for the series.

23.5 Consider a power series
∑

anxn with radius of convergence R.

(a) Prove that if all the coefficients an are integers and if infinitely
many of them are nonzero, then R ≤ 1.

(b) Prove that if lim sup |an| > 0, then R ≤ 1.
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The reciprocal of ( n
n+1)

n is (1+ 1
n)

n, the nth term of a sequence which
has limit e. This was mentioned, but not proved, in Example 3 of §7;
a proof is given in Theorem 37.11. Therefore we have lim( n

n+1)
n = 1

e .

Since lim[ n2

n+1 ] = +∞, we conclude from (1) that lim fn(
n

n+1) = +∞;
see Exercise 12.9(a). In particular, lim sup{|fn(x)| : x ∈ [0, 1]} =
+∞, so (fn) does not converge uniformly to 0 on [0, 1].

Exercises

24.1 Let fn(x) = 1+2 cos2 nx√
n

. Prove carefully that (fn) converges

uniformly to 0 on R.

24.2 For x ∈ [0,∞), let fn(x) =
x
n .

(a) Find f(x) = lim fn(x).

(b) Determine whether fn → f uniformly on [0, 1].

(c) Determine whether fn → f uniformly on [0,∞).

24.3 Repeat Exercise 24.2 for fn(x) =
1

1+xn .

24.4 Repeat Exercise 24.2 for fn(x) =
xn

1+xn .

24.5 Repeat Exercise 24.2 for fn(x) =
xn

n+xn .

24.6 Let fn(x) = (x− 1
n )

2 for x ∈ [0, 1].

(a) Does the sequence (fn) converge pointwise on the set [0, 1]? If
so, give the limit function.

(b) Does (fn) converge uniformly on [0, 1]? Prove your assertion.

24.7 Repeat Exercise 24.6 for fn(x) = x− xn.

24.8 Repeat Exercise 24.6 for fn(x) =
∑n

k=0 x
k.

24.9 Consider fn(x) = nxn(1− x) for x ∈ [0, 1].

(a) Find f(x) = lim fn(x).

(b) Does fn → f uniformly on [0, 1]? Justify.

(c) Does
∫ 1
0 fn(x) dx converge to

∫ 1
0 f(x) dx? Justify.

24.10 (a) Prove that if fn → f uniformly on a set S, and if gn → g
uniformly on S, then fn + gn → f + g uniformly on S.
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(a) Find f(x) = lim fn(x).

(b) Does fn → f uniformly on [0, 1]? Justify.
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∫ 1
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0 f(x) dx? Justify.
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uniformly on S, then fn + gn → f + g uniformly on S.
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Exercises

25.1 Derive Discussions 25.1(b) from 25.1(a). Hint : Apply (a) twice, once
to g and |g| and once to −|g| and g.

25.2 Let fn(x) =
xn

n . Show (fn) is uniformly convergent on [−1, 1] and
specify the limit function.

25.3 Let fn(x) =
n+cos x

2n+sin2 x for all real numbers x.

(a) Show (fn) converges uniformly on R. Hint : First decide what
the limit function is; then show (fn) converges uniformly to it.

(b) Calculate limn→∞
∫ 7
2 fn(x) dx. Hint : Don’t integrate fn.

25.4 Let (fn) be a sequence of functions on a set S ⊆ R, and suppose
fn → f uniformly on S. Prove (fn) is uniformly Cauchy on S. Hint :
Use the proof of Lemma 10.9 on page 63 as a model, but be careful.

25.5 Let (fn) be a sequence of bounded functions on a set S, and suppose
fn → f uniformly on S. Prove f is a bounded function on S.

25.6 (a) Show that if
∑

|ak| < ∞, then
∑

akxk converges uniformly on
[−1, 1] to a continuous function.

(b) Does
∑∞

n=1
1
n2 xn represent a continuous function on [−1, 1]?

25.7 Show
∑∞

n=1
1
n2 cosnx converges uniformly on R to a continuous

function.
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∑∞

n=1
xn

n22n has radius of convergence 2 and the series
converges uniformly to a continuous function on [−2, 2].

25.9 (a) Let 0 < a < 1. Show the series
∑∞

n=0 x
n converges uniformly

on [−a, a] to 1
1−x .

(b) Does the series
∑∞

n=0 x
n converge uniformly on (−1, 1) to 1

1−x?
Explain.

25.10 (a) Show
∑ xn

1+xn converges for x ∈ [0, 1).

(b) Show that the series converges uniformly on [0, a] for each a,
0 < a < 1.

(c) Does the series converge uniformly on [0, 1)? Explain.

25.11 (a) Sketch the functions g0, g1, g2 and g3 in Example 3.

(b) Prove the function f in Example 3 is continuous.
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25.12 Suppose
∑∞

k=1 gk is a series of continuous functions gk on [a, b] that
converges uniformly to g on [a, b]. Prove

∫ b

a
g(x) dx =

∞∑

k=1

∫ b

a
gk(x) dx.

25.13 Suppose
∑∞

k=1 gk and
∑∞

k=1 hk converge uniformly on a set S. Show∑∞
k=1(gk + hk) converges uniformly on S.

25.14 Prove that if
∑

gk converges uniformly on a set S and if h is a
bounded function on S, then

∑
hgk converges uniformly on S.

25.15 Let (fn) be a sequence of continuous functions on [a, b].

(a) Suppose that, for each x in [a, b], (fn(x)) is a decreasing se-
quence of real numbers. Prove that if fn → 0 pointwise on
[a, b], then fn → 0 uniformly on [a, b]. Hint : If not, there exists
ϵ > 0 and a sequence (xn) in [a, b] such that fn(xn) ≥ ϵ for all
n. Obtain a contradiction.

(b) Suppose that, for each x in [a, b], (fn(x)) is an increasing se-
quence of real numbers. Prove that if fn → f pointwise on [a, b]
and if f is continuous on [a, b], then fn → f uniformly on [a, b].
This is Dini’s theorem.

§26 Differentiation and Integration of Power
Series

The following result was mentioned in §23 after Example 8.

26.1 Theorem.
Let

∑∞
n=0 anx

n be a power series with radius of convergence R > 0
[possibly R = +∞]. If 0 < R1 < R, then the power series converges
uniformly on [−R1, R1] to a continuous function.

Proof
Consider 0 < R1 < R. A glance at Theorem 23.1 shows the se-
ries

∑
anxn and

∑
|an|xn have the same radius of convergence,

since β and R are defined in terms of |an|. Since |R1| < R, we
have

∑
|an|Rn

1 < ∞. Clearly we have |anxn| ≤ |an|Rn
1 for all x in
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Proof
Let ϵ > 0. There is a δ > 0 so that if S is a Riemann sum with
corresponding partition P , and if mesh(P ) < δ, then

∣∣∣∣S −
∫ b

a
f

∣∣∣∣ < ϵ.

Choose N so that mesh(Pn) < δ for n > N . Then
∣∣∣∣Sn −

∫ b

a
f

∣∣∣∣ < ϵ for n > N.

Since ϵ > 0 is arbitrary, this shows limn Sn =
∫ b
a f .

32.11 Remark.
I recently had occasion to use the following simple observation. If
one ignores the end intervals of the partitions, the “almost Riemann
sums” so obtained still converge to the integral; see [59]. This arose
because the intervals had the form [a, b], but the partition points had
the form k

n . Thus the partition points were nice and equally spaced,
except for the end ones.

Exercises

32.1 Find the upper and lower Darboux integrals for f(x) = x3 on the
interval [0, b]. Hint : Exercise 1.3 and Example 1 in §1 will be useful.

32.2 Let f(x) = x for rational x and f(x) = 0 for irrational x.

(a) Calculate the upper and lower Darboux integrals for f on the
interval [0, b].

(b) Is f integrable on [0, b]?

32.3 Repeat Exercise 32.2 for g where g(x) = x2 for rational x and
g(x) = 0 for irrational x.

32.4 Supply the induction argument needed in the proof of Lemma 32.2.

32.5 Use Exercise 4.8 to prove Theorem 32.4. Specify the sets S and T in
this case.
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32.6 Let f be a bounded function on [a, b]. Suppose there exist sequences
(Un) and (Ln) of upper and lower Darboux sums for f such that

lim(Un − Ln) = 0. Show f is integrable and
∫ b
a f = limUn = limLn.

32.7 Let f be integrable on [a, b], and suppose g is a function on [a, b]
such that g(x) = f(x) except for finitely many x in [a, b]. Show g is

integrable and
∫ b
a f =

∫ b
a g. Hint: First reduce to the case where f is

the function identically equal to 0.

32.8 Show that if f is integrable on [a, b], then f is integrable on every
interval [c, d] ⊆ [a, b].

§33 Properties of the Riemann Integral

In this section we establish some basic properties of the Riemann
integral and we show many familiar functions, including piece-
wise continuous and piecewise monotonic functions, are Riemann
integrable.

A function is monotonic on an interval if it is either increasing
or decreasing on the interval; see Definition 29.6.

33.1 Theorem.
Every monotonic function f on [a, b] is integrable.

Proof
We assume f is increasing on [a, b] and leave the decreasing case to
Exercise 33.1. We also assume f(a) < f(b), since otherwise f would
be a constant function. Since f(a) ≤ f(x) ≤ f(b) for all x ∈ [a, b],
f is clearly bounded on [a, b]. In order to apply Theorem 32.5, let
ϵ > 0 and select a partition P = {a = t0 < t1 < · · · < tn = b} with
mesh less than ϵ

f(b)−f(a) . Then

U(f, P )− L(f, P ) =
n∑

k=1

{M(f, [tk−1, tk]) −m(f, [tk−1, tk])} · (tk − tk−1)

=
n∑

k=1

[f(tk)− f(tk−1)] · (tk − tk−1).
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generality it does not follow immediately from the Dominated Con-
vergence Theorem, because in that setting integrable functions need
not be bounded. An elementary proof of the Monotone Convergence
Theorem is proved for Riemann integrable functions, without resort
to Lebesgue theory, by Brian S. Thomson [67].

Exercises

33.1 Complete the proof of Theorem 33.1 by showing that a decreasing
function on [a, b] is integrable.

33.2 This exercise could have appeared just as easily in §4. Let S be a
nonempty bounded subset of R. For fixed c > 0, let cS = {cs : s ∈ S}.
Show sup(cS) = c · sup(S) and inf(cS) = c · inf(S).

33.3 A function f on [a, b] is called a step function if there exists a partition
P = {a = u0 < u1 < · · · < cm = b} of [a, b] such that f is constant
on each interval (uj−1, uj), say f(x) = cj for x in (uj−1, uj).

(a) Show that a step function f is integrable and evaluate
∫ b
a f .

(b) Evaluate the integral
∫ 4
0 P (x)dx for the postage-stamp function

P in Exercise 17.16.

33.4 Give an example of a function f on [0, 1] that is not integrable for
which |f | is integrable. Hint : Modify Example 2 in §32.

33.5 Show |
∫ 2π
−2π x

2 sin8(ex) dx| ≤ 16π3

3 .

33.6 Prove (2) in the proof of Theorem 33.5. Hint : For x0, y0 ∈ S, we have
|f(x0)|− |f(y0)| ≤ |f(x0)− f(y0)| ≤ M(f, S)−m(f, S).

33.7 Let f be a bounded function on [a, b], so that there exists B > 0 such
that |f(x)| ≤ B for all x ∈ [a, b].

(a) Show

U(f2, P )− L(f2, P ) ≤ 2B[U(f, P )− L(f, P )]

for all partitions P of [a, b]. Hint : f(x)2 − f(y)2 = [f(x)+ f(y)] ·
[f(x)− f(y)].

(b) Show that if f is integrable on [a, b], then f2 also is integrable
on [a, b].

Exercises 289

generality it does not follow immediately from the Dominated Con-
vergence Theorem, because in that setting integrable functions need
not be bounded. An elementary proof of the Monotone Convergence
Theorem is proved for Riemann integrable functions, without resort
to Lebesgue theory, by Brian S. Thomson [67].

Exercises

33.1 Complete the proof of Theorem 33.1 by showing that a decreasing
function on [a, b] is integrable.

33.2 This exercise could have appeared just as easily in §4. Let S be a
nonempty bounded subset of R. For fixed c > 0, let cS = {cs : s ∈ S}.
Show sup(cS) = c · sup(S) and inf(cS) = c · inf(S).

33.3 A function f on [a, b] is called a step function if there exists a partition
P = {a = u0 < u1 < · · · < cm = b} of [a, b] such that f is constant
on each interval (uj−1, uj), say f(x) = cj for x in (uj−1, uj).

(a) Show that a step function f is integrable and evaluate
∫ b
a f .

(b) Evaluate the integral
∫ 4
0 P (x)dx for the postage-stamp function

P in Exercise 17.16.

33.4 Give an example of a function f on [0, 1] that is not integrable for
which |f | is integrable. Hint : Modify Example 2 in §32.

33.5 Show |
∫ 2π
−2π x

2 sin8(ex) dx| ≤ 16π3

3 .

33.6 Prove (2) in the proof of Theorem 33.5. Hint : For x0, y0 ∈ S, we have
|f(x0)|− |f(y0)| ≤ |f(x0)− f(y0)| ≤ M(f, S)−m(f, S).

33.7 Let f be a bounded function on [a, b], so that there exists B > 0 such
that |f(x)| ≤ B for all x ∈ [a, b].

(a) Show

U(f2, P )− L(f2, P ) ≤ 2B[U(f, P )− L(f, P )]

for all partitions P of [a, b]. Hint : f(x)2 − f(y)2 = [f(x)+ f(y)] ·
[f(x)− f(y)].

(b) Show that if f is integrable on [a, b], then f2 also is integrable
on [a, b].

Page 20



36	

	
37	

Exercises 289

generality it does not follow immediately from the Dominated Con-
vergence Theorem, because in that setting integrable functions need
not be bounded. An elementary proof of the Monotone Convergence
Theorem is proved for Riemann integrable functions, without resort
to Lebesgue theory, by Brian S. Thomson [67].

Exercises

33.1 Complete the proof of Theorem 33.1 by showing that a decreasing
function on [a, b] is integrable.

33.2 This exercise could have appeared just as easily in §4. Let S be a
nonempty bounded subset of R. For fixed c > 0, let cS = {cs : s ∈ S}.
Show sup(cS) = c · sup(S) and inf(cS) = c · inf(S).

33.3 A function f on [a, b] is called a step function if there exists a partition
P = {a = u0 < u1 < · · · < cm = b} of [a, b] such that f is constant
on each interval (uj−1, uj), say f(x) = cj for x in (uj−1, uj).

(a) Show that a step function f is integrable and evaluate
∫ b
a f .

(b) Evaluate the integral
∫ 4
0 P (x)dx for the postage-stamp function

P in Exercise 17.16.

33.4 Give an example of a function f on [0, 1] that is not integrable for
which |f | is integrable. Hint : Modify Example 2 in §32.

33.5 Show |
∫ 2π
−2π x

2 sin8(ex) dx| ≤ 16π3

3 .

33.6 Prove (2) in the proof of Theorem 33.5. Hint : For x0, y0 ∈ S, we have
|f(x0)|− |f(y0)| ≤ |f(x0)− f(y0)| ≤ M(f, S)−m(f, S).

33.7 Let f be a bounded function on [a, b], so that there exists B > 0 such
that |f(x)| ≤ B for all x ∈ [a, b].

(a) Show

U(f2, P )− L(f2, P ) ≤ 2B[U(f, P )− L(f, P )]

for all partitions P of [a, b]. Hint : f(x)2 − f(y)2 = [f(x)+ f(y)] ·
[f(x)− f(y)].

(b) Show that if f is integrable on [a, b], then f2 also is integrable
on [a, b].

6. Integration296

Example 3
Let g be a one-to-one differentiable function on an open interval I.
Then J = g(I) is an open interval, and the inverse function g−1 is
differentiable on J by Theorem 29.9. We show

∫ b

a
g(x) dx +

∫ g(b)

g(a)
g−1(u) du = b · g(b)− a · g(a) (1)

for a, b in I.
We put f = g−1 and u = g in the change of variable formula to

obtain
∫ b

a
g−1 ◦ g(x)g′(x) dx =

∫ g(b)

g(a)
g−1(u) du.

Since g−1 ◦ g(x) = x for x in I, we obtain
∫ g(b)

g(a)
g−1(u) du =

∫ b

a
xg′(x) dx.

Now integrate by parts with u(x) = x and v(x) = g(x):
∫ g(b)

g(a)
g−1(u) du = b · g(b) − a · g(a)−

∫ b

a
g(x) dx.

This is formula (1).

Exercises

34.1 Use Theorem 34.3 to prove Theorem 34.1 for the case g′ is continuous.
Hint : Let F (x) =

∫ x
a g′; then F ′ = g′. Apply Corollary 29.5.

34.2 Calculate
(a) limx→0

1
x

∫ x
0 et

2
dt (b) limh→0

1
h

∫ 3+h
3 et

2
dt.

34.3 Let f be defined as follows: f(t) = 0 for t < 0; f(t) = t for 0 ≤ t ≤ 1;
f(t) = 4 for t > 1.

(a) Determine the function F (x) =
∫ x
0 f(t) dt.

(b) Sketch F . Where is F continuous?

(c) Where is F differentiable? Calculate F ′ at the points of
differentiability.
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34.4 Repeat Exercise 34.3 for f where f(t) = t for t < 0; f(t) = t2 + 1 for
0 ≤ t ≤ 2; f(t) = 0 for t > 2.

34.5 Let f be a continuous function on R and define

F (x) =

∫ x+1

x−1
f(t) dt for x ∈ R.

Show F is differentiable on R and compute F ′.

34.6 Let f be a continuous function on R and define

G(x) =

∫ sin x

0
f(t) dt for x ∈ R.

Show G is differentiable on R and compute G′.

34.7 Use change of variables to integrate
∫ 1
0 x

√
1− x2 dx.

34.8 (a) Use integration by parts to evaluate

∫ 1

0
x arctanxdx.

Hint : Let u(x) = arctanx, so that u′(x) = 1
1+x2 .

(b) If you used v(x) = x2

2 in part (a), do the computation again

with v(x) = x2+1
2 . This interesting example is taken from J.L.

Borman [10].

34.9 Use Example 3 to show
∫ 1/2
0 arcsinxdx = π

12 +
√
3
2 − 1.

34.10 Let g be a strictly increasing continuous function mapping [0, 1] onto

[0, 1]. Give a geometric argument showing
∫ 1
0 g(x)dx+

∫ 1
0 g

−1(u)du=1.

34.11 Suppose f is a continuous function on [a, b]. Show that if
∫ b
a f(x)2dx

= 0, then f(x) = 0 for all x in [a, b]. Hint : See Theorem 33.4.

34.12 Show that if f is a continuous real-valued function on [a, b] satisfying∫ b
a f(x)g(x) dx = 0 for every continuous function g on [a, b], then
f(x) = 0 for all x in [a, b].
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of Isomorphisms -Automorphisms-Cosets and Lagrange’s Theorem Properties of 

Cosets 138 | Lagrange’s Theorem and  Consequences-An Application of Cosets to 

Permutation Groups -The Rotation Group of a Cube and a Soccer Ball -Normal 

Subgroups and Factor Groups ;  Normal Subgroups-Factor Groups -Applications of 

Factor Groups  -Group Homomorphisms - Definition and Examples -Properties of 

Homomorphisms  -The First Isomorphism Theorem  

Unit – III 

Introduction to Rings: Motivation and Definition -Examples of Rings -Properties of 

Rings -Subrings -Integral Domains : Definition and Examples –Characteristics of a 
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Ring -Ideals and Factor Rings;  Ideals -Factor Rings -Prime Ideals and Maximal 

Ideals  

Unit – IV 

Ring Homomorphisms: Definition and Examples-Properties of Ring-

Homomorphisms -The Field of Quotients Polynomial Rings:  Notation and 

Terminology  

Text: Joseph A Gallian, Contemporary Abstract algebra (9th edition) 

References: Bhattacharya, P.B Jain, S.K.; and Nagpaul, S.R, Basic Abstract Algebra 

Fraleigh, J.B. A First Course in Abstract Algebra. 

Herstein, I.N. Topics in Algebra 

Robert B. Ash, Basic Abstract Algebra 

I Martin Isaacs, Finite Group Theory 

Joseph J Rotman, Advanced  Modern Algebra 
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CORE 4.1 Practicals Question Bank
ALGEBRA

Unit-I

1. Show that {1, 2, 3} under multiplication modulo 4 is not a group but that {1, 2, 3, 4} under multi-
plication modulo 5 is a group.

2. Let G be a group with the property that for any x, y, z in the group, xy = zx implies y = z. Prove
that G is Abelian.

3. Prove that the set of all 3⇥ 3 matrices with real entries of the form
0

@
1 a b
0 1 c
0 0 1

1

A

is a group under multiplication.

4. Let G be the group of polynomials under addition with coe�cients from Z10. Find the orders of
f(x) = 7x2 + 5x+ 4, g(x) = 4x2 + 8x+ 6, and f(x) + g(x)

5. If a is an element of a group G and |a| = 7, show that a is the cube of some element of G.

6. Suppose that hai , hbi and hci are cyclic groups of orders 6, 8, and 20, respectively. Find all generators
of hai , hbi , and hci.

7. How many subgroups does Z20 have? List a generator for each of these subgroups.

8. Consider the set {4, 8, 12, 16}. Show that this set is a group under multiplication modulo 20 by
constructing its Cayley table. What is the identity element? Is the group cyclic? If so, find all of
its generators.

9. Prove that a group of order 4 cannot have a subgroup of order 3.

10. Determine whether the following permutations are even or odd.
a. (135)
b. (1356)
c. (13567)
d. (12)(134)(152)
e. (1243)(3521).

Unit-II

1. Show that the mapping a �! log10 a is an isomorphism from R+ under multiplication to R under
addition.

2. Show that the mapping f(a + bi) = a � bi is an automorphism of the group of complex numbers
under addition.

3. Find all of the left cosets of {1, 11} in U(30).
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4. Let C⇤ be the group of nonzero complex numbers under multiplication and let H = {a + bi 2
C⇤/a2 + b2 = 1}. Give a geometric description of the coset (3+ 4i)H. Give a geometric description
of the coset (c+ di)H.

5. Let H =

⇢✓
a b
0 d

◆
/a, b, d 2 R, ad 6= 0

�
. Is H a normal subgroup of GL(2, R)?

6. What is the order of the factor group Z60
h5i ?

7. Let G = U(16), H = {1, 15}, and K = {1, 9}. Are H and K isomorphic? Are G/H and G/K
isomorphic?

8. Prove that the mapping from R under addition to GL(2, R) that takes x to

cosx sinx
�sinx cosx

�

is a group homomorphism. What is the kernel of the homomorphism?

9. Suppose that f is a homomorphism from Z30 to Z30 and Kerf = {0, 10, 20}. If f(23) = 9,
determine all elements that map to 9.

10. How many Abelian groups (up to isomorphism) are there
a. of order 6?
b. of order 15?
c. of order 42?
d. of order pq, where p and q are distinct primes?
e. of order pqr, where p, q, and r are distinct primes?

Unit-III

1. Let M2(Z) be the ring of all 2 ⇥ 2 matrices over the integers and let R =

⇢✓
a a
b b

◆
/a, b 2 Z

�

Prove or disprove that R is a subring of M2(Z).

2. Suppose that a and b belong to a commutative ring R with unity. If a is a unit of R and b2 = 0,
show that a+ b is a unit of R.

3. Let n be an integer greater than 1. In a ring in which xn = x for all x, show that ab = 0 implies
ba = 0.

4. List all zero-divisors in Z20. Can you see a relationship between the zero-divisors of Z20 and the
units of Z20?

5. Let a belong to a ring R with unity and suppose that an = 0 for some positive integer n. (Such an
element is called nilpotent.) Prove that 1� a has a multiplicative inverse in R.

6. Let d be an integer. Prove that Z[
p
d] = {a+ b

p
d/a, b 2 Z} is an integral domain.

7. Show that Zn has a nonzero nilpotent element if and only if n is divisible by the square of some
prime.

8. Find all units, zero-divisors, idempotents, and nilpotent elements in Z3

L
Z6.
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9. Find all maximal ideals in
a. Z8.
b. Z10.
c. Z12.
d. Zn.

10. Show that R[x]/ hx2 + 1i is a field.

Unit-IV

1. Prove that every ring homomorphism f from Zn to itself has the form f(x) = ax, where a2 = a.

2. Prove that a ring homomorphism carries an idempotent to an idempotent.

3. In Z, let A = h2i and B = h8i. Show that the group A/B is isomorphic to the group Z4 but that
the ring A/B is not ring-isomorphic to the ring Z4.

4. Show that the number 9, 897, 654, 527, 609, 805 is divisible by 99.

5. Show that no integer of the form 111, 111, 111, ..., 111 is prime.

6. Let f(x) = 4x3+2x2+x+3 and g(x) = 3x4+3x3+3x2+x+4, where f(x), g(x) 2 Z5[x]. Compute
f(x) + g(x) and f(x).g(x).

7. Let f(x) = 5x4 + 3x3 + 1 and g(x) = 3x2 + 2x+ 1 in Z7[x].Determine the quotient and remainder
upon dividing f(x) by g(x).

8. Let f(x) belong to Zp[x]. Prove that if f(b) = 0, then f(bp) = 0.

9. Determine which of the polynomials below is (are) irreducible over Q.
a. x5 + 9x4 + 12x2 + 6
b. x4 + x+ 1
c. x4 + 3x2 + 3
d. x5 + 5x2 + 1
e. (5/2)x5 + (9/2)x4 + 15x3 + (3/7)x2 + 6x+ 3/14.

10. Show that x2 + x+ 4 is irreducible over Z11.
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DSC-1E     LINEAR ALGEBRA              BS: 503 

Theory: 3 credits and Practicals: 1 credits  
Theory: 3 hours /week and Practicals: 2 hours /week 

Objective: The students are exposed to various concepts like vector spaces , bases , 

dimension, Eigen values etc . 

Outcome: After completion this course students appreciate its interdisciplinary nature. 

Unit I 

Vector Spaces : Vector Spaces and Subspaces -Null Spaces, Column Spaces, and 

Linear Transformations -Linearly Independent Sets; Bases -Coordinate Systems -The 

Dimension of a Vector Space 

Unit II 

Rank-Change of Basis - Eigenvalues and Eigenvectors  - The Characteristic Equation 

Unit III 

Diagonalization -Eigenvectors and Linear Transformations -Complex Eigenvalues -

Applications to Differential Equations -Orthogonality and Least Squares : Inner 

Product, Length, and Orthogonality -Orthogonal Sets 

Text  :  David C Lay , Linear Algebra and its Applications 4e 

References: S Lang, Introduction to Linear Algebra 

Gilbert Strang, Linear Algebra and its Applications 

Stephen H Friedberg et al, Linear Algebra 

Kuldeep Singh, Linear Algebra 

Sheldon Axler, Linear Algebra Done Right 
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Linear	Algebra	
Practicals	Question	Bank	

UNIT-I	
1	

2	

3	

	
4	

	
5	

6	

7	

8	

9	

	
10	

	
	

Vector Spaces

b. Find specific vectors u and v in W such that u C v is
not in W . This is enough to show that W is not a	vector
space.

3. Let H be the set of points inside and on the unit circle in

the xy-plane. That is, let H D
!"

x
y

#
W x2 C y2 ! 1

$
. Find

a specific example—two vectors or a vector and a scalar—to
show	that H is not a subspace of R2.

4. Construct	a	geometric	figure	that	illustrates	why	a line	in R2

not through	the	origin	is	not	closed	under	vector	addition.

In Exercises 5–8, determine if the given set is a subspace of Pn for
an	appropriate	value	of n. Justify your answers.

5. All polynomials	of the form p.t/ D at2, where a is in R.

6. All polynomials of the form p.t/ D a C t 2, where a is	in R.

7. All polynomials of degree at most 3, with integers as coeffi-
cients.

8. All	polynomials	in Pn such	that p.0/ D 0.

9. Let H be	the	set	of	all	vectors	of	the	form

2
4

"2t
5t
3t

3
5. Find	a

vector v in R3 such	that H D Span fvg. Why	does	this	show
that H is	a	subspace	of R3?

10. Let H be	the	set	of	all	vectors	of	the	form

2
4

3t
0

"7t

3
5, where t

is any real number. Show that H is a subspace of R3. (Use
the	method	of	Exercise 9.)

11. Let W be the set of all vectors of the form

2
4

2b C 3c
"b
2c

3
5,

where b and c are arbitrary. Find vectors u and v such that
W D Span fu; vg. Why does this show that W is a subspace
of R3?

12. Let W be the set of all vectors of the form

2
664

2s C 4t
2s

2s " 3t
5t

3
775.

Show that W is a subspace of R4. (Use the method of
Exercise 11.)

13. Let v1 D

2
4

1
0

"1

3
5, v2 D

2
4

2
1
3

3
5, v3 D

2
4

4
2
6

3
5, and w D

2
4

3
1
2

3
5.

a. Isw in fv1; v2; v3g? Howmany vectors are in fv1; v2; v3g?
b. How many	vectors are	in Span fv1; v2; v3g?
c. Is w in the subspace spanned by fv1; v2; v3g? Why?

14. Let v1; v2; v3 be as in Exercise 13, and let w D

2
4

1
3

14

3
5. Is w

in	the	subspace	spanned	by fv1; v2; v3g? Why?

In Exercises 15–18, let W be the set of all vectors of the form
shown, where a, b, and c represent arbitrary real numbers. In
each case, either find a set S of vectors that spans W or give an
example	to	show	that W is not a	vector	space.

15.

2
4

2a C 3b
"1

2a " 5b

3
5 16.

2
4

1
3a " 5b
3b C 2a

3
5

17.

2
664

2a " b
3b " c
3c " a

3b

3
775 18.

2
664

4a C 3b
0

a C 3b C c
3b " 2c

3
775

19. If a mass m is placed at the end of a spring, and if the mass is
pulled downward and released, the mass–spring system will
begin to oscillate. The displacement y of the mass from its
resting	position	is	given	by	a	function	of	the	form

y.t/ D c1 cos!t C c2 sin!t (5)

where! is a constant that depends on the spring and themass.
(See the figure below.) Show that the set of all functions
described in (5) (with ! fixed and c1, c2 arbitrary) is a vector
space.

y

20. The set of all continuous real-valued functions defined on a
closed interval Œa; b! in R is denoted by C Œa; b!. This set is
a	subspace of	the	vector	space	of	all	real-valued	functions
defined	on Œa; b!.
a. What facts about continuous functions should be proved

in order to demonstrate that C Œa; b! is indeed a subspace
as claimed? (These facts are usually discussed in a
calculus	class.)

b. Show that ff in C Œa; b! W f.a/ D f.b/g is a subspace of
C Œa; b!.

For fixed positive integers m and n, the set Mm!n of all m # n
matrices is a vector space, under the usual operations of addition
of	matrices	and	multiplication	by	real	scalars.

21. Determine if the set H of all matrices of the form
"

a b
0 d

#

is	a	subspace	of M2!2.

22. Let F be a fixed 3 # 2 matrix, and let H be the set of all
matrices A in M2!4 with	the	property	that FA D 0 (the	zero
matrix	in M3!4/. Determine if H is a subspace of M2!4.

Vector Spaces and Subspaces

Write the vectors in H as column vectors. Then an arbitrary vector in H
has	the form 2

664
a ! 3b
b ! a

a
b

3
775 D a

2
664

1
!1

1
0

3
775

✻
v1

C b

2
664

!3
1
0
1

3
775

✻
v2

This calculation shows thatH D Span fv1; v2g, where v1 and v2 are the vectors indicated
above. Thus H is a subspace of R4 by Theorem 1.

Example 11 illustrates a useful technique of expressing a subspace H as the set
of linear combinations of some small collection of vectors. If H D Span fv1; : : : ; vpg,
we can think of the vectors v1; : : : ; vp in the spanning set as “handles” that allow us to
hold on to the subspace H . Calculations with the infinitely many vectors in H are often
reduced	to	operations	with	the	finite	number	of	vectors	in	the	spanning	set.

For what value(s) of h will y be in the subspace of R3 spanned by
v1; v2; v3, if

v1 D

2
4

1
!1
!2

3
5; v2 D

2
4

5
!4
!7

3
5; v3 D

2
4

!3
1
0

3
5; and y D

2
4

!4
3
h

3
5

This question is Practice Problem 2 in Section 1.3, written here with the
term subspace rather than Span fv1; v2; v3g. The solution there shows that y is in
Span fv1; v2; v3g if and only if h D 5. That solution is worth reviewing now, along
with Exercises 11–16 and 19–21 in Section 1.3.

Although many vector spaces in this chapter will be subspaces ofRn, it is important
to keep in mind that the abstract theory applies to other vector spaces as well. Vector
spaces of functions arise in many applications, and they will receive more attention later.

1. Show that the set H of all points in R2 of the form .3s; 2 C 5s/ is not a vector space,
by showing that it is not closed under scalar multiplication. (Find a specific vector
u in H and	a scalar c such	that cu is not in H .)

2. Let W D Span fv1; : : : ; vpg, where v1; : : : ; vp are in a vector space V . Show that vk

is in W for 1 " k " p. [Hint: First write an equation that shows that v1 is in W .
Then adjust your notation for the general	case.]

WEB

1. Let V be	the	first	quadrant	in	the xy-plane; that	is, let

V D
!"

x
y

#
W x # 0; y # 0

$

a. If u and v are	in V , is u C v in V ? Why?
b. Find	a	specific	vector u in V and	a	specific	scalar c such

that cu is not in V . (This is	enough	to	show	that V is not
a	vector	space.)

2. Let W be the union of the first and third quadrants in the xy-

plane. That	is, let W D
!"

x
y

#
W xy # 0

$
.

a. If u is in W and c is any scalar, is cu in W ? Why?

Linearly Independent Sets; Bases

the	spanning	property.8<
:

2
4

1
0
0

3
5;

2
4

2
3
0

3
5
9=
;

8<
:

2
4

1
0
0

3
5;

2
4

2
3
0

3
5;

2
4

4
5
6

3
5
9=
;

8<
:

2
4

1
0
0

3
5;

2
4

2
3
0

3
5;

2
4

4
5
6

3
5;

2
4

7
8
9

3
5
9=
;

Linearly	independent A basis Spans R3 but is
but	does	not	span R3 for R3 linearly dependent

1. Let v1 D

2
4

1
!2

3

3
5 and v2 D

2
4

!2
7

!9

3
5. Determine	if fv1; v2g is	a	basis	for R3. Is

fv1; v2g a	basis	for R2?

2. Let v1 D

2
4

1
!3

4

3
5, v2 D

2
4

6
2

!1

3
5, v3 D

2
4

2
!2

3

3
5, and v4 D

2
4

!4
!8

9

3
5. Find a basis for

the subspace W spanned	by fv1; v2; v3; v4g.

3. Let v1 D

2
4

1
0
0

3
5, v2 D

2
4

0
1
0

3
5, and H D

8<
:

2
4

s
s
0

3
5 W s in R

9=
;. Then every vector in H

is a linear combination of v1 and v2 because2
4

s
s
0

3
5 D s

2
4

1
0
0

3
5C s

2
4

0
1
0

3
5

Is fv1; v2g a	basis	for H?SG

Determine whether the sets in Exercises 1–8 are bases for R3.
Of the sets that are not bases, determine which ones are linearly
independent	and	which	ones	span R3. Justify your answers.

1.

2
4

1
0
0

3
5,
2
4

1
1
0

3
5,
2
4

1
1
1

3
5 2.

2
4

1
1
0

3
5,
2
4

0
0
0

3
5,
2
4

0
1
1

3
5

3.

2
4

1
0

!3

3
5,
2
4

3
1

!4

3
5,
2
4

!2
!1

1

3
5 4.

2
4

2
!1

1

3
5,
2
4

2
!3

2

3
5,
2
4

!8
5
4

3
5

5.

2
4

3
!3

0

3
5,
2
4

!3
7
0

3
5,
2
4

0
0
0

3
5,
2
4

0
!3

5

3
5 6.

2
4

1
2

!4

3
5,
2
4

!4
3
6

3
5

7.

2
4

!2
3
0

3
5,
2
4

6
!1

5

3
5 8.

2
4

1
!2

3

3
5,
2
4

0
3

!1

3
5,
2
4

2
!1

5

3
5,
2
4

0
0

!1

3
5

Find bases for the null spaces of the matrices given in Exercises 9
and 10. Refer to the remarks that follow Example 3 in Section 4.2.

9.

2
4

1 0 !2 !2
0 1 1 4
3 !1 !7 3

3
5 10.

2
4

1 1 !2 1 5
0 1 0 !1 !2
0 0 !8 0 16

3
5

11. Find a basis for the set of vectors in R3 in the plane
x ! 3y C 2´ D 0. [Hint: Think of the equation as a “sys-
tem”	of	homogeneous	equations.]

12. Find a basis for the set of vectors in R2 on the line y D !3x.

In Exercises 13 and 14, assume that A is row equivalent to B .
Find bases for NulA and ColA.

13. A D

2
4

!2 4 !2 !4
2 !6 !3 1

!3 8 2 !3

3
5, B D

2
4

1 0 6 5
0 2 5 3
0 0 0 0

3
5

Coordinate Systems

In Exercises 9 and 10, find the change-of-coordinates matrix from
B to the standard basis in Rn.

9. B D
!"

1
!3

#
,
"

2
!5

#$

10. B D

8<
:

2
4

3
0
6

3
5 ,
2
4

2
2

!4

3
5,
2
4

1
!2

3

3
5
9=
;

In Exercises 11 and 12, use an inverse matrix to find Œ x !B for the
given x and B.

11. B D
!"

1
!2

#
;

"
!3

5

#$
; x D

"
2

!5

#

12. B D
!"

1
!1

#
;

"
2

!1

#$
; x D

"
2
3

#

13. The	set B D f1 C t 2; t C t 2; 1 C 2t C t 2g is	a	basis	for P2.
Find	the	coordinate	vector	of p.t/ D 1 C 4t C 7t2 relative
to B.

14. The set B D f1 ! t 2; t ! t 2; 2 ! t C t 2g is a basis for P2.
Find the coordinate vector of p.t/ D 1 C 3t ! 6t2 relative
to B.

In Exercises 15 and 16, mark each statement True or False. Justify
each answer. Unless stated otherwise, B is a basis for a vector
space V .

15. a. If x is in V and if B contains n vectors, then the B-
coordinate	vector	of x is	in Rn.

b. If PB is the change-of-coordinates matrix, then Œx!B D
PBx, for x in V .

c. The	vector spaces P3 and R3 are	isomorphic.

16. a. If B is the standard basis for Rn, then the B-coordinate
vector of an x in Rn is x itself.

b. The correspondence Œ x !B 7! x is called the coordinate
mapping.

c. In	some	cases, a	plane	in R3 can	be	isomorphic	to R2.

17. The vectors v1 D
"

1
!3

#
, v2 D

"
2

!8

#
, v3 D

"
!3

7

#
spanR2

but do not form a basis. Find two different ways to express"
1
1

#
as a	linear combination of v1, v2, v3.

18. LetB D fb1; : : : ; bng be a basis for a vector spaceV . Explain
why the B-coordinate vectors of b1; : : : ; bn are the columns
e1; : : : ; en of the n " n identity	matrix.

19. Let S be a finite set in a vector space V with the property
that every x in V has a unique representation as a linear
combination of elements	of S . Show that S is	a	basis	of V .

20. Suppose fv1; : : : ; v4g is a linearly dependent spanning set
for a vector space V . Show that each w in V can be
expressed in more than one way as a linear combination of
v1; : : : ; v4. [Hint: Letw D k1v1 C # # # C k4v4 be an arbitrary
vector in V . Use the linear dependence of fv1; : : : ; v4g to

produce another representation of w as a linear combination
of v1; : : : ; v4.]

21. Let B D
!"

1
!4

#
;

"
!2

9

#$
. Since the coordinate mapping

determined by B is a linear transformation from R2 into R2,
this	mapping	must	be	implemented	by	some 2 " 2 matrix A.
Find it. [Hint: Multiplication byA should transform a vector
x into	its	coordinate	vector Œ x !B.]

22. Let B D fb1; : : : ; bng be a basis for Rn. Produce a descrip-
tion of an n " n matrix A that implements the coordinate
mapping x 7! Œ x !B. (See Exercise 21.)

Exercises 23–26 concern a vector space V , a basis B D
fb1; : : : ; bng, and the coordinate mapping x 7! Œ x !B.

23. Show that the coordinate mapping is one-to-one. (Hint:
Suppose Œ u !B D Œ w !B for some u and w in V , and show
that u D w.)

24. Show	that the coordinate mapping	is onto Rn. That is, given
any y inRn, with entries y1; : : : ; yn, produce u in V such that
Œ u !B D y.

25. Show that a subset fu1; : : : ; upg in V is linearly in-
dependent if and only if the set of coordinate vectors
fŒ u1 !B; : : : ; Œ up !Bg is linearly independent in Rn. Hint:
Since the coordinate mapping is one-to-one, the following
equations	have	the	same	solutions, c1; : : : ; cp .

c1u1 C # # # C cpup D 0 The zero	vector in V
Œ c1u1 C # # # C cpup !B D Œ 0 !B The zero	vector in Rn

26. Given vectors u1; : : : ; up , and w in V , show that w is a linear
combination of u1; : : : ; up if and only if Œ w !B is a linear
combination	of	the	coordinate	vectors Œ u1 !B; : : : ; Œ up !B.

In Exercises 27–30, use coordinate vectors to test the linear
independence	of	the	sets	of	polynomials. Explain	your	work.

27. 1 C 2t3, 2 C t ! 3t2, !t C 2t2 ! t 3

28. 1 ! 2t2 ! t 3, t C 2t3, 1 C t ! 2t2

29. .1 ! t/2, t ! 2t2 C t 3, .1 ! t/3

30. .2 ! t/3, .3 ! t /2, 1 C 6t ! 5t2 C t 3

31. Use coordinate vectors to test whether the following sets of
polynomials	span P2. Justify your conclusions.
a. 1 ! 3t C 5t2, !3 C 5t ! 7t2, !4 C 5t ! 6t2, 1 ! t 2

b. 5t C t 2, 1 ! 8t ! 2t2, !3 C 4t C 2t2, 2 ! 3t

32. Let p1.t/ D 1 C t 2, p2.t/ D t ! 3t2, p3.t/ D 1 C t ! 3t2.
a. Use coordinate vectors to show that these polynomials

form	a	basis	for P2.
b. Consider the basis B D fp1; p2;p3g for P2. Find q in P2,

given	that Œq!B D

2
4

!1
1
2

3
5.

Coordinate Systems

In Exercises 9 and 10, find the change-of-coordinates matrix from
B to the standard basis in Rn.

9. B D
!"

1
!3

#
,
"

2
!5

#$

10. B D

8<
:

2
4

3
0
6

3
5 ,
2
4

2
2

!4

3
5,
2
4

1
!2

3

3
5
9=
;

In Exercises 11 and 12, use an inverse matrix to find Œ x !B for the
given x and B.

11. B D
!"

1
!2

#
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"
!3

5

#$
; x D

"
2

!5

#

12. B D
!"

1
!1

#
;

"
2

!1

#$
; x D

"
2
3

#

13. The set B D f1 C t 2; t C t 2; 1 C 2t C t 2g is a basis for P2.
Find the coordinate vector of p.t/ D 1 C 4t C 7t2 relative
to B.

14. The	set B D f1 ! t 2; t ! t 2; 2 ! t C t 2g is 	a 	basis 	 for P2.
Find	the	coordinate	vector	of p.t/ D 1 C 3t ! 6t2 relative
to B.

In Exercises 15 and 16, mark each statement True or False. Justify
each answer. Unless stated otherwise, B is a basis for a vector
space V .

15. a. If x is in V and if B contains n vectors, then the B-
coordinate	vector	of x is	in Rn.

b. If PB is the change-of-coordinates matrix, then Œx!B D
PBx, for x in V .

c. The	vector spaces P3 and R3 are	isomorphic.

16. a. If B is the standard basis for Rn, then the B-coordinate
vector of an x in Rn is x itself.

b. The correspondence Œ x !B 7! x is called the coordinate
mapping.

c. In	some	cases, a	plane	in R3 can	be	isomorphic	to R2.

17. The vectors v1 D
"

1
!3

#
, v2 D

"
2

!8

#
, v3 D

"
!3

7

#
spanR2

but do not form a basis. Find two different ways to express"
1
1

#
as a	linear combination of v1, v2, v3.

18. LetB D fb1; : : : ; bng be a basis for a vector spaceV . Explain
why the B-coordinate vectors of b1; : : : ; bn are the columns
e1; : : : ; en of the n " n identity	matrix.

19. Let S be a finite set in a vector space V with the property
that every x in V has a unique representation as a linear
combination of elements	of S . Show that S is	a	basis	of V .

20. Suppose fv1; : : : ; v4g is a linearly dependent spanning set
for a vector space V . Show that each w in V can be
expressed in more than one way as a linear combination of
v1; : : : ; v4. [Hint: Letw D k1v1 C # # # C k4v4 be an arbitrary
vector in V . Use the linear dependence of fv1; : : : ; v4g to

produce another representation of w as a linear combination
of v1; : : : ; v4.]

21. Let B D
!"

1
!4

#
;

"
!2

9

#$
. Since the coordinate mapping

determined by B is a linear transformation from R2 into R2,
this	mapping	must	be	implemented	by	some 2 " 2 matrix A.
Find it. [Hint: Multiplication byA should transform a vector
x into	its	coordinate	vector Œ x !B.]

22. Let B D fb1; : : : ; bng be a basis for Rn. Produce a descrip-
tion of an n " n matrix A that implements the coordinate
mapping x 7! Œ x !B. (See Exercise 21.)

Exercises 23–26 concern a vector space V , a basis B D
fb1; : : : ; bng, and the coordinate mapping x 7! Œ x !B.
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dependent if and only if the set of coordinate vectors
fŒ u1 !B; : : : ; Œ up !Bg is linearly independent in Rn. Hint:
Since the coordinate mapping is one-to-one, the following
equations	have	the	same	solutions, c1; : : : ; cp .

c1u1 C # # # C cpup D 0 The zero	vector in V
Œ c1u1 C # # # C cpup !B D Œ 0 !B The zero	vector in Rn

26. Given vectors u1; : : : ; up , and w in V , show that w is a linear
combination of u1; : : : ; up if and only if Œ w !B is a linear
combination	of	the	coordinate	vectors Œ u1 !B; : : : ; Œ up !B.

In Exercises 27–30, use coordinate vectors to test the linear
independence	of	the	sets	of	polynomials. Explain	your	work.
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In Exercises 27–30, use coordinate vectors to test the linear
independence	of	the	sets	of	polynomials. Explain	your	work.

27. 1 C 2t3, 2 C t ! 3t2, !t C 2t2 ! t 3

28. 1 ! 2t2 ! t 3, t C 2t3, 1 C t ! 2t2

29. .1 ! t/2, t ! 2t2 C t 3, .1 ! t/3

30. .2 ! t/3, .3 ! t /2, 1 C 6t ! 5t2 C t 3

31. Use coordinate vectors to test whether the following sets of
polynomials	span P2. Justify your conclusions.
a. 1 ! 3t C 5t2, !3 C 5t ! 7t2, !4 C 5t ! 6t2, 1 ! t 2

b. 5t C t 2, 1 ! 8t ! 2t2, !3 C 4t C 2t2, 2 ! 3t

32. Let p1.t/ D 1 C t 2, p2.t/ D t ! 3t2, p3.t/ D 1 C t ! 3t2.
a. Use coordinate vectors to show that these polynomials

form	a	basis	for P2.
b. Consider the basis B D fp1; p2;p3g for P2. Find q in P2,

given	that Œq!B D

2
4

!1
1
2

3
5.

The Dimension of a Vector Space

For each subspace in Exercises 1–8, (a) find a basis for the
subspace, and	(b)	state	the	dimension.

1.

8<
:

2
4

s ! 2t
s C t

3t

3
5 W s, t in R

9=
; 2.

8<
:

2
4

2a
!4b
!2a

3
5 W a, b in R

9=
;

3.

8̂
<̂
ˆ̂:

2
664

2c
a ! b
b ! 3c
a C 2b

3
775 W a, b, c in R

9>>=
>>;

4.

8̂
<̂
ˆ̂:

2
664

p C 2q
!p

3p ! q
p C q

3
775 W p, q in R

9>>=
>>;

5.

8̂
<̂
ˆ̂:

2
664

p ! 2q
2p C 5r

!2q C 2r
!3p C 6r

3
775 W p, q, r in R

9>>=
>>;

6.

8̂
<̂
ˆ̂:

2
664

3a ! c
!b ! 3c

!7a C 6b C 5c
!3a C c

3
775 W a, b, c in R

9>>=
>>;

7. f.a; b; c/ W a ! 3b C c D 0; b ! 2c D 0; 2b ! c D 0g

8. f.a; b; c; d/ W a ! 3b C c D 0g

9. Find	the	dimension	of	the	subspace	of	all	vectors	inR3 whose
first	and	third	entries	are	equal.

10. Find the dimension of the subspace H of R2 spanned by!
1

!5

"
,
!

!2
10

"
,
!

!3
15

"
.

In Exercises 11 and 12, find the dimension of the subspace
spanned	by	the	given	vectors.

11.

2
4

1
0
2

3
5,
2
4

3
1
1

3
5,
2
4

!2
!1

1

3
5,
2
4

5
2
2

3
5

12.

2
4

1
!2

0

3
5,
2
4

!3
!6

0

3
5,
2
4

!2
3
5

3
5,
2
4

!3
5
5

3
5

Determine the dimensions of NulA and ColA for the matrices
shown	in	Exercises	13–18.

13. A D

2
664

1 !6 9 0 !2
0 1 2 !4 5
0 0 0 5 1
0 0 0 0 0

3
775

14. A D

2
664

1 2 !4 3 !2 6 0
0 0 0 1 0 !3 7
0 0 0 0 1 4 !2
0 0 0 0 0 0 1

3
775

15. A D

2
4

1 2 3 0 0
0 0 1 0 1
0 0 0 1 0

3
5 16. A D

!
3 2

!6 5

"

17. A D

2
4

1 !1 0
0 1 3
0 0 1

3
5 18. A D

2
4

1 1 !1
0 2 0
0 0 0

3
5

In Exercises 19 and 20, V is a vector space. Mark each statement
True or False. Justify each answer.

19. a. The number of pivot columns of a matrix equals the
dimension of its	column	space.

b. A plane	in R3 is	a	two-dimensional	subspace	of R3.
c. The	dimension	of the	vector space P4 is	4.
d. If dimV D n and S is a linearly independent set in V ,

then S is a basis for V .
e. If a set fv1; : : : ; vpg spans a finite-dimensional vector

space V and if T is a set of more than p vectors in V ,
then T is	linearly	dependent.

20. a. R2 is	a two-dimensional subspace of R3.
b. The number of variables in the equation Ax D 0 equals

the	dimension	of NulA.
c. A vector space is infinite-dimensional if it is spanned by

an	infinite	set.
d. If dimV D n and	if S spans V , then S is a basis of V .
e. The	only	three-dimensional subspace	of R3 is R3 itself.

21. The first four Hermite polynomials are 1, 2t , !2 C 4t2, and
!12t C 8t3. These polynomials arise naturally in the study
of certain important differential equations in mathematical
physics.2 Show that the first four Hermite polynomials form
a	basis	of P3.

22. The first four Laguerre polynomials are 1, 1 ! t , 2 ! 4t C t 2,
and 6 ! 18t C 9t2 ! t 3. Show that these polynomials form a
basis	of P3.

23. Let B be the basis of P3 consisting of the Hermite polynomi-
als in Exercise 21, and let p.t/ D !1 C 8t2 C 8t3. Find the
coordinate	vector	of p relative to B.

24. Let B be the basis of P2 consisting of the first three
Laguerre polynomials listed in Exercise 22, and let
p.t/ D 5 C 5t ! 2t2. Find the coordinate vector of p relative
to B.

25. Let S be a subset of an n-dimensional vector space V , and
suppose S contains fewer than n vectors. Explain why S
cannot	span V .

26. Let H be an n-dimensional subspace of an n-dimensional
vector	space V . Show that H D V .

27. Explain why the space P of all polynomials is an infinite-
dimensional	space.

2 See Introduction to Functional Analysis, 2d ed., by A. E. Taylor and
David C. Lay (New York: John Wiley & Sons, 1980), pp. 92–93. Other
sets of polynomials are discussed	there, too.
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In Exercises 11 and 12, find the dimension of the subspace
spanned	by	the	given	vectors.
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shown	in	Exercises	13–18.

13. A D

2
664

1 !6 9 0 !2
0 1 2 !4 5
0 0 0 5 1
0 0 0 0 0

3
775

14. A D

2
664

1 2 !4 3 !2 6 0
0 0 0 1 0 !3 7
0 0 0 0 1 4 !2
0 0 0 0 0 0 1

3
775

15. A D

2
4

1 2 3 0 0
0 0 1 0 1
0 0 0 1 0

3
5 16. A D

!
3 2

!6 5

"

17. A D

2
4

1 !1 0
0 1 3
0 0 1

3
5 18. A D

2
4

1 1 !1
0 2 0
0 0 0

3
5

In Exercises 19 and 20, V is a vector space. Mark each statement
True or False. Justify each answer.

19. a. The number of pivot columns of a matrix equals the
dimension of its	column	space.

b. A plane	in R3 is	a	two-dimensional	subspace	of R3.
c. The	dimension	of the	vector space P4 is	4.
d. If dimV D n and S is a linearly independent set in V ,

then S is a basis for V .
e. If a set fv1; : : : ; vpg spans a finite-dimensional vector

space V and if T is a set of more than p vectors in V ,
then T is	linearly	dependent.

20. a. R2 is	a two-dimensional subspace of R3.
b. The number of variables in the equation Ax D 0 equals

the	dimension	of NulA.
c. A vector space is infinite-dimensional if it is spanned by

an	infinite	set.
d. If dimV D n and	if S spans V , then S is a basis of V .
e. The	only	three-dimensional subspace	of R3 is R3 itself.

21. The first four Hermite polynomials are 1, 2t , !2 C 4t2, and
!12t C 8t3. These polynomials arise naturally in the study
of certain important differential equations in mathematical
physics.2 Show that the first four Hermite polynomials form
a	basis	of P3.

22. The first four Laguerre polynomials are 1, 1 ! t , 2 ! 4t C t 2,
and 6 ! 18t C 9t2 ! t 3. Show that these polynomials form a
basis	of P3.

23. Let B be the basis of P3 consisting of the Hermite polynomi-
als in Exercise 21, and let p.t/ D !1 C 8t2 C 8t3. Find the
coordinate	vector	of p relative to B.

24. Let B be the basis of P2 consisting of the first three
Laguerre polynomials listed in Exercise 22, and let
p.t/ D 5 C 5t ! 2t2. Find the coordinate vector of p relative
to B.

25. Let S be a subset of an n-dimensional vector space V , and
suppose S contains fewer than n vectors. Explain why S
cannot	span V .

26. Let H be	an n-dimensional	subspace	of	an n-dimensional
vector	space V . Show	that H D V .

27. Explain	why	the	space P of	all	polynomials	is	an	infinite-
dimensional	space.

2 See Introduction to Functional Analysis, 2d ed., by A. E. Taylor and
David C. Lay (New York: John Wiley & Sons, 1980), pp. 92–93. Other
sets of polynomials are discussed	there, too.

The Dimension of a Vector Space

For each subspace in Exercises 1–8, (a) find a basis for the
subspace, and	(b)	state	the	dimension.

1.

8<
:

2
4

s ! 2t
s C t

3t

3
5 W s, t in R

9=
; 2.

8<
:

2
4

2a
!4b
!2a

3
5 W a, b in R

9=
;

3.

8̂
<̂
ˆ̂:

2
664

2c
a ! b
b ! 3c
a C 2b

3
775 W a, b, c in R

9>>=
>>;

4.

8̂
<̂
ˆ̂:

2
664

p C 2q
!p

3p ! q
p C q

3
775 W p, q in R

9>>=
>>;

5.

8̂
<̂
ˆ̂:

2
664

p ! 2q
2p C 5r

!2q C 2r
!3p C 6r

3
775 W p, q, r in R

9>>=
>>;

6.

8̂
<̂
ˆ̂:

2
664

3a ! c
!b ! 3c

!7a C 6b C 5c
!3a C c

3
775 W a, b, c in R

9>>=
>>;

7. f.a; b; c/ W a ! 3b C c D 0; b ! 2c D 0; 2b ! c D 0g

8. f.a; b; c; d/ W a ! 3b C c D 0g

9. Find the dimension of the subspace of all vectors inR3 whose
first and	third	entries	are	equal.

10. Find the dimension of the subspace H of R2 spanned by!
1

!5

"
,
!

!2
10

"
,
!

!3
15

"
.

In Exercises 11 and 12, find the dimension of the subspace
spanned	by	the	given	vectors.

11.

2
4

1
0
2

3
5,
2
4

3
1
1

3
5,
2
4

!2
!1

1

3
5,
2
4

5
2
2

3
5

12.

2
4

1
!2

0

3
5,
2
4

!3
!6

0

3
5,
2
4

!2
3
5

3
5,
2
4

!3
5
5

3
5

Determine the dimensions of NulA and ColA for the matrices
shown	in	Exercises	13–18.

13. A D

2
664

1 !6 9 0 !2
0 1 2 !4 5
0 0 0 5 1
0 0 0 0 0

3
775

14. A D

2
664

1 2 !4 3 !2 6 0
0 0 0 1 0 !3 7
0 0 0 0 1 4 !2
0 0 0 0 0 0 1

3
775

15. A D

2
4

1 2 3 0 0
0 0 1 0 1
0 0 0 1 0

3
5 16. A D

!
3 2

!6 5

"

17. A D

2
4

1 !1 0
0 1 3
0 0 1

3
5 18. A D

2
4

1 1 !1
0 2 0
0 0 0

3
5

In Exercises 19 and 20, V is a vector space. Mark each statement
True or False. Justify each answer.

19. a. The number of pivot columns of a matrix equals the
dimension of its	column	space.

b. A plane	in R3 is	a	two-dimensional	subspace	of R3.
c. The	dimension	of the	vector space P4 is	4.
d. If dimV D n and S is a linearly independent set in V ,

then S is a basis for V .
e. If a set fv1; : : : ; vpg spans a finite-dimensional vector

space V and if T is a set of more than p vectors in V ,
then T is	linearly	dependent.

20. a. R2 is	a two-dimensional subspace of R3.
b. The number of variables in the equation Ax D 0 equals

the	dimension	of NulA.
c. A vector space is infinite-dimensional if it is spanned by

an	infinite	set.
d. If dimV D n and	if S spans V , then S is a basis of V .
e. The	only	three-dimensional subspace	of R3 is R3 itself.

21. The first four Hermite polynomials are 1, 2t , !2 C 4t2, and
!12t C 8t3. These polynomials arise naturally in the study
of certain important differential equations in mathematical
physics.2 Show that the first four Hermite polynomials form
a	basis	of P3.

22. The first four Laguerre polynomials are 1, 1 ! t , 2 ! 4t C t 2,
and 6 ! 18t C 9t2 ! t 3. Show that these polynomials form a
basis	of P3.

23. Let B be the basis of P3 consisting of the Hermite polynomi-
als in Exercise 21, and let p.t/ D !1 C 8t2 C 8t3. Find the
coordinate	vector	of p relative to B.

24. Let B be the basis of P2 consisting of the first three
Laguerre polynomials listed in Exercise 22, and let
p.t/ D 5 C 5t ! 2t2. Find the coordinate vector of p relative
to B.

25. Let S be a subset of an n-dimensional vector space V , and
suppose S contains fewer than n vectors. Explain why S
cannot	span V .

26. Let H be	an n-dimensional	subspace	of	an n-dimensional
vector	space V . Show	that H D V .

27. Explain	why	the	space P of	all	polynomials	is	an	infinite-
dimensional	space.

2 See Introduction to Functional Analysis, 2d ed., by A. E. Taylor and
David C. Lay (New York: John Wiley & Sons, 1980), pp. 92–93. Other
sets of polynomials are discussed	there, too.
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Rank

5. If	a 4 ! 7 matrix A has	rank 3, find dimNulA, dimRowA,
and rankAT .

6. If	a 7 ! 5 matrix A has	rank 2, find dimNulA, dimRowA,
and rankAT .

7. Suppose a 4 ! 7 matrix A has four pivot columns. Is
ColA D R4? Is NulA D R3? Explain your answers.

8. Suppose a 6 ! 8 matrix A has four pivot columns. What is
dimNulA? Is ColA D R4? Why or why not?

9. If the null space of a 4 ! 6 matrix A is 3-dimensional, what
is the dimension of the column space of A? Is ColA D R3?
Why or why not?

10. If the null space of an 8 ! 7 matrix A is 5-dimensional, what
is	the	dimension	of	the	column	space	of A?

11. If the null space of an 8 ! 5 matrix A is 3-dimensional, what
is	the	dimension	of	the	row	space	of A?

12. If the null space of a 5 ! 4 matrix A is 2-dimensional, what
is	the	dimension	of	the	row	space	of A?

13. If A is a 7 ! 5 matrix, what is the largest possible rank of A?
If A is a 5 ! 7 matrix, what is the largest possible rank of A?
Explain	your answers.

14. If A is	a 5 ! 4 matrix, what is	the	largest possible	dimension
of the row space of A? If A is a 4 ! 5 matrix, what is the
largest	possible	dimension	of	the	row	space	of A? Explain.

15. IfA is a 3 ! 7matrix, what is the smallest possible dimension
of NulA?

16. IfA is a 7 ! 5matrix, what is the smallest possible dimension
of NulA?

In Exercises 17 and 18, A is an m ! n matrix. Mark each
statement True or False. Justify	each answer.

17. a. The row space of A is the same as the column space of
AT .

b. If B is any echelon form of A, and if B has three nonzero
rows, then the first three rows of A form a basis for
RowA.

c. The dimensions of the row space and the column space
of A are the same, even	if A is not square.

d. The sum of the dimensions of the row space and the null
space	of A equals	the	number	of	rows	in A.

e. On a computer, row operations can change the apparent
rank of	a matrix.

18. a. If B is any echelon form of A, then the pivot columns of
B form a basis for the	column space of A.

b. Row operations preserve the linear dependence relations
among the	rows of A.

c. The dimension of the null space of A is the number of
columns	of A that	are not pivot	columns.

d. The row space of AT is the same as the column space of
A.

e. If A and B are row equivalent, then their row spaces are
the	same.

19. Suppose the solutions of a homogeneous system of five linear
equations in six unknowns are all multiples of one nonzero
solution. Will the system necessarily have a solution for
every possible choice of constants on the right sides of the
equations? Explain.

20. Suppose a nonhomogeneous system of six linear equations
in	eight	unknowns	has	a	solution, with	two	free	variables. Is
it possible to change some constants on the equations’ right
sides	to	make	the	new	system	inconsistent? Explain.

21. Suppose	a	nonhomogeneous system of nine linear	equations
in ten unknowns has a solution for all possible constants on
the right sides of the equations. Is it possible to find two
nonzero solutions of the associated homogeneous system that
are not multiples of each	other? Discuss.

22. Is is possible that all solutions of a homogeneous system of
ten linear equations in twelve variables are multiples of one
fixed	nonzero	solution? Discuss.

23. A homogeneous system of twelve linear equations in eight
unknowns has two fixed solutions that are not multiples of
each other, and all other solutions are linear combinations of
these two	solutions. Can the set of all solutions be described
with fewer than twelve homogeneous linear equations? If so,
how	many? Discuss.

24. Is it possible for a nonhomogeneous system of seven equa-
tions in six unknowns to have a unique solution for some
right-hand	side	of	constants? Is	it	possible	for	such	a	system
to have a unique solution for every right-hand side? Explain.

25. A scientist solves a nonhomogeneous system of ten linear
equations in twelve unknowns and finds that three of the
unknowns are free variables. Can the scientist be certain
that, if the right sides of the equations are changed, the new
nonhomogeneous	system	will	have	a	solution? Discuss.

26. In statistical theory, a common requirement is that a matrix
be of full rank. That is, the rank should be as large as
possible. Explain why an m ! n matrix with more rows than
columns has full rank if and only if its columns are linearly
independent.

Exercises 27–29 concern an m ! n matrix A and what are often
called	the fundamental subspaces determined	by A.

27. Which of the subspaces RowA, ColA, NulA, RowAT ,
ColAT , and NulAT are in Rm and which are in Rn? How
many	distinct subspaces	are in	this list?

28. Justify the following	equalities:
a. dimRowA C dimNulA D n Number of	columns of A

b. dimColA C dimNulAT D m Number of rows	of A

29. Use Exercise 28 to explain why the equation Ax D b has a
solution for all b in Rm if and only if the equation AT x D 0
has	only	the	trivial	solution.

Rank

5. If a 4 ! 7 matrix A has rank 3, find dimNulA, dimRowA,
and rankAT .

6. If	a 7 ! 5 matrix A has	rank 2, find dimNulA, dimRowA,
and rankAT .

7. Suppose a 4 ! 7 matrix A has four pivot columns. Is
ColA D R4? Is NulA D R3? Explain your answers.

8. Suppose a 6 ! 8 matrix A has four pivot columns. What is
dimNulA? Is ColA D R4? Why or why not?

9. If the null space of a 4 ! 6 matrix A is 3-dimensional, what
is the dimension of the column space of A? Is ColA D R3?
Why or why not?

10. If the null space of an 8 ! 7 matrix A is 5-dimensional, what
is	the	dimension	of	the	column	space	of A?

11. If the null space of an 8 ! 5 matrix A is 3-dimensional, what
is	the	dimension	of	the	row	space	of A?

12. If the null space of a 5 ! 4 matrix A is 2-dimensional, what
is	the	dimension	of	the	row	space	of A?

13. If A is a 7 ! 5 matrix, what is the largest possible rank of A?
If A is a 5 ! 7 matrix, what is the largest possible rank of A?
Explain	your answers.

14. If A is	a 5 ! 4 matrix, what is	the	largest possible	dimension
of the row space of A? If A is a 4 ! 5 matrix, what is the
largest	possible	dimension	of	the	row	space	of A? Explain.

15. IfA is a 3 ! 7matrix, what is the smallest possible dimension
of NulA?

16. IfA is a 7 ! 5matrix, what is the smallest possible dimension
of NulA?

In Exercises 17 and 18, A is an m ! n matrix. Mark each
statement True or False. Justify	each answer.

17. a. The row space of A is the same as the column space of
AT .

b. If B is any echelon form of A, and if B has three nonzero
rows, then the first three rows of A form a basis for
RowA.

c. The dimensions of the row space and the column space
of A are the same, even	if A is not square.

d. The sum of the dimensions of the row space and the null
space	of A equals	the	number	of	rows	in A.

e. On a computer, row operations can change the apparent
rank of	a matrix.

18. a. If B is any echelon form of A, then the pivot columns of
B form a basis for the	column space of A.

b. Row operations preserve the linear dependence relations
among the	rows of A.

c. The dimension of the null space of A is the number of
columns	of A that	are not pivot	columns.

d. The row space of AT is the same as the column space of
A.

e. If A and B are row equivalent, then their row spaces are
the	same.

19. Suppose the solutions of a homogeneous system of five linear
equations in six unknowns are all multiples of one nonzero
solution. Will the system necessarily have a solution for
every possible choice of constants on the right sides of the
equations? Explain.

20. Suppose a nonhomogeneous system of six linear equations
in	eight	unknowns	has	a	solution, with	two	free	variables. Is
it possible to change some constants on the equations’ right
sides	to	make	the	new	system	inconsistent? Explain.

21. Suppose	a	nonhomogeneous system of nine linear	equations
in ten unknowns has a solution for all possible constants on
the right sides of the equations. Is it possible to find two
nonzero solutions of the associated homogeneous system that
are not multiples of each	other? Discuss.

22. Is is possible that all solutions of a homogeneous system of
ten linear equations in twelve variables are multiples of one
fixed	nonzero	solution? Discuss.

23. A homogeneous system of twelve linear equations in eight
unknowns has two fixed solutions that are not multiples of
each other, and all other solutions are linear combinations of
these two	solutions. Can the set of all solutions be described
with fewer than twelve homogeneous linear equations? If so,
how	many? Discuss.

24. Is it possible for a nonhomogeneous system of seven equa-
tions in six unknowns to have a unique solution for some
right-hand	side	of	constants? Is	it	possible	for	such	a	system
to have a unique solution for every right-hand side? Explain.

25. A scientist solves a nonhomogeneous system of ten linear
equations in twelve unknowns and finds that three of the
unknowns are free variables. Can the scientist be certain
that, if the right sides of the equations are changed, the new
nonhomogeneous	system	will	have	a	solution? Discuss.

26. In statistical theory, a common requirement is that a matrix
be of full rank. That is, the rank should be as large as
possible. Explain why an m ! n matrix with more rows than
columns has full rank if and only if its columns are linearly
independent.

Exercises 27–29 concern an m ! n matrix A and what are often
called	the fundamental subspaces determined	by A.

27. Which of the subspaces RowA, ColA, NulA, RowAT ,
ColAT , and NulAT are in Rm and which are in Rn? How
many	distinct subspaces	are in	this list?

28. Justify the following	equalities:
a. dimRowA C dimNulA D n Number of	columns of A

b. dimColA C dimNulAT D m Number of rows	of A

29. Use Exercise 28 to explain why the equation Ax D b has a
solution for all b in Rm if and only if the equation AT x D 0
has	only	the	trivial	solution.

Rank

5. If a 4 ! 7 matrix A has rank 3, find dimNulA, dimRowA,
and rankAT .

6. If a 7 ! 5 matrix A has rank 2, find dimNulA, dimRowA,
and rankAT .

7. Suppose a 4 ! 7 matrix A has four pivot columns. Is
ColA D R4? Is NulA D R3? Explain your answers.

8. Suppose a 6 ! 8 matrix A has four pivot columns. What is
dimNulA? Is ColA D R4? Why or why not?

9. If the null space of a 4 ! 6 matrix A is 3-dimensional, what
is the dimension of the column space of A? Is ColA D R3?
Why or why not?

10. If the null space of an 8 ! 7 matrix A is 5-dimensional, what
is	the	dimension	of	the	column	space	of A?

11. If	the	null	space	of	an 8 ! 5 matrix A is	3-dimensional, what
is	the	dimension	of	the	row	space	of A?

12. If	the	null	space	of	a 5 ! 4 matrix A is	2-dimensional, what
is	the	dimension	of	the	row	space	of A?

13. If A is a 7 ! 5 matrix, what is the largest possible rank of A?
If A is a 5 ! 7 matrix, what is the largest possible rank of A?
Explain	your answers.

14. If A is	a 5 ! 4 matrix, what is	the	largest possible	dimension
of the row space of A? If A is a 4 ! 5 matrix, what is the
largest	possible	dimension	of	the	row	space	of A? Explain.

15. IfA is a 3 ! 7matrix, what is the smallest possible dimension
of NulA?

16. IfA is a 7 ! 5matrix, what is the smallest possible dimension
of NulA?

In Exercises 17 and 18, A is an m ! n matrix. Mark each
statement True or False. Justify	each answer.

17. a. The row space of A is the same as the column space of
AT .

b. If B is any echelon form of A, and if B has three nonzero
rows, then the first three rows of A form a basis for
RowA.

c. The dimensions of the row space and the column space
of A are the same, even	if A is not square.

d. The sum of the dimensions of the row space and the null
space	of A equals	the	number	of	rows	in A.

e. On a computer, row operations can change the apparent
rank of	a matrix.

18. a. If B is any echelon form of A, then the pivot columns of
B form a basis for the	column space of A.

b. Row operations preserve the linear dependence relations
among the	rows of A.

c. The dimension of the null space of A is the number of
columns	of A that	are not pivot	columns.

d. The row space of AT is the same as the column space of
A.

e. If A and B are row equivalent, then their row spaces are
the	same.

19. Suppose the solutions of a homogeneous system of five linear
equations in six unknowns are all multiples of one nonzero
solution. Will the system necessarily have a solution for
every possible choice of constants on the right sides of the
equations? Explain.

20. Suppose a nonhomogeneous system of six linear equations
in	eight	unknowns	has	a	solution, with	two	free	variables. Is
it possible to change some constants on the equations’ right
sides	to	make	the	new	system	inconsistent? Explain.

21. Suppose	a	nonhomogeneous system of nine linear	equations
in ten unknowns has a solution for all possible constants on
the right sides of the equations. Is it possible to find two
nonzero solutions of the associated homogeneous system that
are not multiples of each	other? Discuss.

22. Is is possible that all solutions of a homogeneous system of
ten linear equations in twelve variables are multiples of one
fixed	nonzero	solution? Discuss.

23. A homogeneous system of twelve linear equations in eight
unknowns has two fixed solutions that are not multiples of
each other, and all other solutions are linear combinations of
these two	solutions. Can the set of all solutions be described
with fewer than twelve homogeneous linear equations? If so,
how	many? Discuss.

24. Is it possible for a nonhomogeneous system of seven equa-
tions in six unknowns to have a unique solution for some
right-hand	side	of	constants? Is	it	possible	for	such	a	system
to have a unique solution for every right-hand side? Explain.

25. A scientist solves a nonhomogeneous system of ten linear
equations in twelve unknowns and finds that three of the
unknowns are free variables. Can the scientist be certain
that, if the right sides of the equations are changed, the new
nonhomogeneous	system	will	have	a	solution? Discuss.

26. In statistical theory, a common requirement is that a matrix
be of full rank. That is, the rank should be as large as
possible. Explain why an m ! n matrix with more rows than
columns has full rank if and only if its columns are linearly
independent.

Exercises 27–29 concern an m ! n matrix A and what are often
called	the fundamental subspaces determined	by A.

27. Which of the subspaces RowA, ColA, NulA, RowAT ,
ColAT , and NulAT are in Rm and which are in Rn? How
many	distinct subspaces	are in	this list?

28. Justify the following	equalities:
a. dimRowA C dimNulA D n Number of	columns of A

b. dimColA C dimNulAT D m Number of rows	of A

29. Use Exercise 28 to explain why the equation Ax D b has a
solution for all b in Rm if and only if the equation AT x D 0
has	only	the	trivial	solution.

Rank

5. If a 4 ! 7 matrix A has rank 3, find dimNulA, dimRowA,
and rankAT .

6. If a 7 ! 5 matrix A has rank 2, find dimNulA, dimRowA,
and rankAT .

7. Suppose a 4 ! 7 matrix A has four pivot columns. Is
ColA D R4? Is NulA D R3? Explain your answers.

8. Suppose a 6 ! 8 matrix A has four pivot columns. What is
dimNulA? Is ColA D R4? Why or why not?

9. If the null space of a 4 ! 6 matrix A is 3-dimensional, what
is the dimension of the column space of A? Is ColA D R3?
Why or why not?

10. If the null space of an 8 ! 7 matrix A is 5-dimensional, what
is	the	dimension	of	the	column	space	of A?

11. If the null space of an 8 ! 5 matrix A is 3-dimensional, what
is	the	dimension	of	the	row	space	of A?

12. If the null space of a 5 ! 4 matrix A is 2-dimensional, what
is	the	dimension	of	the	row	space	of A?

13. If A is a 7 ! 5 matrix, what is the largest possible rank of A?
If A is a 5 ! 7 matrix, what is the largest possible rank of A?
Explain	your answers.

14. If A is	a 5 ! 4 matrix, what is	the	largest possible	dimension
of the row space of A? If A is a 4 ! 5 matrix, what is the
largest	possible	dimension	of	the	row	space	of A? Explain.

15. IfA is	a 3 ! 7matrix, what	is	the	smallest	possible	dimension
of NulA?

16. IfA is a 7 ! 5matrix, what is the smallest possible dimension
of NulA?

In Exercises 17 and 18, A is an m ! n matrix. Mark each
statement True or False. Justify	each answer.

17. a. The row space of A is the same as the column space of
AT .

b. If B is any echelon form of A, and if B has three nonzero
rows, then the first three rows of A form a basis for
RowA.

c. The dimensions of the row space and the column space
of A are the same, even	if A is not square.

d. The sum of the dimensions of the row space and the null
space	of A equals	the	number	of	rows	in A.

e. On a computer, row operations can change the apparent
rank of	a matrix.

18. a. If B is any echelon form of A, then the pivot columns of
B form a basis for the	column space of A.

b. Row operations preserve the linear dependence relations
among the	rows of A.

c. The dimension of the null space of A is the number of
columns	of A that	are not pivot	columns.

d. The row space of AT is the same as the column space of
A.

e. If A and B are row equivalent, then their row spaces are
the	same.

19. Suppose the solutions of a homogeneous system of five linear
equations in six unknowns are all multiples of one nonzero
solution. Will the system necessarily have a solution for
every possible choice of constants on the right sides of the
equations? Explain.

20. Suppose a nonhomogeneous system of six linear equations
in	eight	unknowns	has	a	solution, with	two	free	variables. Is
it possible to change some constants on the equations’ right
sides	to	make	the	new	system	inconsistent? Explain.

21. Suppose	a	nonhomogeneous system of nine linear	equations
in ten unknowns has a solution for all possible constants on
the right sides of the equations. Is it possible to find two
nonzero solutions of the associated homogeneous system that
are not multiples of each	other? Discuss.

22. Is is possible that all solutions of a homogeneous system of
ten linear equations in twelve variables are multiples of one
fixed	nonzero	solution? Discuss.

23. A homogeneous system of twelve linear equations in eight
unknowns has two fixed solutions that are not multiples of
each other, and all other solutions are linear combinations of
these two	solutions. Can the set of all solutions be described
with fewer than twelve homogeneous linear equations? If so,
how	many? Discuss.

24. Is it possible for a nonhomogeneous system of seven equa-
tions in six unknowns to have a unique solution for some
right-hand	side	of	constants? Is	it	possible	for	such	a	system
to have a unique solution for every right-hand side? Explain.

25. A scientist solves a nonhomogeneous system of ten linear
equations in twelve unknowns and finds that three of the
unknowns are free variables. Can the scientist be certain
that, if the right sides of the equations are changed, the new
nonhomogeneous	system	will	have	a	solution? Discuss.

26. In statistical theory, a common requirement is that a matrix
be of full rank. That is, the rank should be as large as
possible. Explain why an m ! n matrix with more rows than
columns has full rank if and only if its columns are linearly
independent.

Exercises 27–29 concern an m ! n matrix A and what are often
called	the fundamental subspaces determined	by A.

27. Which of the subspaces RowA, ColA, NulA, RowAT ,
ColAT , and NulAT are in Rm and which are in Rn? How
many	distinct subspaces	are in	this list?

28. Justify the following	equalities:
a. dimRowA C dimNulA D n Number of	columns of A

b. dimColA C dimNulAT D m Number of rows	of A

29. Use Exercise 28 to explain why the equation Ax D b has a
solution for all b in Rm if and only if the equation AT x D 0
has	only	the	trivial	solution.

Vector Spaces

30. Suppose A is m ! n and b is in Rm. What has to be true
about the two numbers rank Œ A b ! and rankA in order for
the	equation Ax D b to	be	consistent?

Rank 1 matrices are important in some computer algorithms and
several theoretical contexts, including the singular value decom-
position in Chapter 7. It can be shown that an m ! n matrix A
has rank 1 if and only if it is an outer product; that is, A D uvT

for some u in Rm and v in Rn. Exercises 31–33 suggest why this
property	is	true.

31. Verify that rank uvT " 1 if u D

2
4

2
#3

5

3
5 and v D

2
4

a
b
c

3
5.

32. Let u D
!

1
2

"
. Find v inR3 such	that

!
1 #3 4
2 #6 8

"
D uvT .

33. Let A be any 2 ! 3 matrix such that rankA D 1, let u be the
first column of A, and suppose u ¤ 0. Explain why there
is a vector v in R3 such that A D uvT . How could this
construction be modified if the	first column of A were	zero?

34. LetA be anm ! nmatrix of rank r > 0 and letU be an eche-
lon	form	of A. Explain why	there exists an invertible	matrix
E such that A D EU , and use this factorization to write A
as the sum of r rank 1 matrices. [Hint: See Theorem 10 in
Section 2.4.]

35. [M] Let A D

2
66664

7 #9 #4 5 3 #3 #7
#4 6 7 #2 #6 #5 5

5 #7 #6 5 #6 2 8
#3 5 8 #1 #7 #4 8

6 #8 #5 4 4 9 3

3
77775
.

a. Construct matricesC andN whose columns are bases for
ColA and NulA, respectively, and construct a matrix R
whose rows form	a	basis	for RowA.

b. Construct a matrix M whose columns form a ba-
sis for NulAT , form the matrices S D Œ RT N ! and
T D Œ C M !, and explain why S and T should be
square. Verify that both S and T are	invertible.

36. [M] Repeat Exercise 35 for a random integer-valued 6 ! 7
matrix A whose rank is at most 4. One way to make A
is to create a random integer-valued 6 ! 4 matrix J and a
random integer-valued 4 ! 7 matrix K, and set A D JK.
(See Supplementary Exercise 12 at the end of the chapter;
and	see	the Study	Guide for	matrix-generating	programs.)

37. [M] Let A be the matrix in Exercise 35. Construct a matrix
C whose	columns	are	the	pivot	columns	of A, and construct
a	matrix R whose rows are the nonzero rows of the reduced
echelon	form	of A. Compute CR, and discuss what you see.

38. [M] Repeat Exercise 37 for three random integer-valued
5 ! 7 matrices A whose ranks are 5, 4, and 3. Make a
conjecture about how CR is related to A for any matrix A.
Prove your conjecture.

1. A has two pivot columns, so rankA D 2. Since A has 5 columns altogether,
dimNulA D 5 # 2 D 3.

2. The pivot	columns of A are	the	first	two	columns. So	a	basis	for ColA is

fa1; a2g D

8̂
<̂
ˆ̂:

2
664

2
1

#7
4

3
775;

2
664

#1
#2

8
#5

3
775

9>>=
>>;

The nonzero rows of B form a basis for RowA, namely, f.1; #2; #4; 3; #2/,
.0; 3; 9; #12; 12/g. In this particular example, it happens that any two rows of A
form a basis for the row space, because the row space is two-dimensional and none
of the rows of A is a multiple of another row. In general, the nonzero rows of an
echelon	form	of A should be used	as a basis for RowA, not the rows of A itself.

3. For NulA, the next step is to perform row operations on B to obtain the reduced
echelon	form	of A.

4. Rank AT D rankA, by the Rank Theorem, because ColAT D RowA. So AT has
two pivot positions.SG

Rank

5. If a 4 ! 7 matrix A has rank 3, find dimNulA, dimRowA,
and rankAT .

6. If a 7 ! 5 matrix A has rank 2, find dimNulA, dimRowA,
and rankAT .

7. Suppose a 4 ! 7 matrix A has four pivot columns. Is
ColA D R4? Is NulA D R3? Explain your answers.

8. Suppose a 6 ! 8 matrix A has four pivot columns. What is
dimNulA? Is ColA D R4? Why or why not?

9. If the null space of a 4 ! 6 matrix A is 3-dimensional, what
is the dimension of the column space of A? Is ColA D R3?
Why or why not?

10. If the null space of an 8 ! 7 matrix A is 5-dimensional, what
is	the	dimension	of	the	column	space	of A?

11. If the null space of an 8 ! 5 matrix A is 3-dimensional, what
is	the	dimension	of	the	row	space	of A?

12. If the null space of a 5 ! 4 matrix A is 2-dimensional, what
is	the	dimension	of	the	row	space	of A?

13. If A is	a 7 ! 5 matrix, what	is	the	largest	possible	rank	of A?
If A is	a 5 ! 7 matrix, what	is	the	largest	possible	rank	of A?
Explain	your	answers.

14. If A is	a 5 ! 4 matrix, what	is	the	largest	possible	dimension
of the row space of A? If A is a 4 ! 5 matrix, what is the
largest	possible	dimension	of	the	row	space	of A? Explain.

15. IfA is a 3 ! 7matrix, what is the smallest possible dimension
of NulA?

16. IfA is a 7 ! 5matrix, what is the smallest possible dimension
of NulA?

In Exercises 17 and 18, A is an m ! n matrix. Mark each
statement True or False. Justify	each answer.

17. a. The row space of A is the same as the column space of
AT .

b. If B is any echelon form of A, and if B has three nonzero
rows, then the first three rows of A form a basis for
RowA.

c. The dimensions of the row space and the column space
of A are the same, even	if A is not square.

d. The sum of the dimensions of the row space and the null
space	of A equals	the	number	of	rows	in A.

e. On a computer, row operations can change the apparent
rank of	a matrix.

18. a. If B is any echelon form of A, then the pivot columns of
B form a basis for the	column space of A.

b. Row operations preserve the linear dependence relations
among the	rows of A.

c. The dimension of the null space of A is the number of
columns	of A that	are not pivot	columns.

d. The row space of AT is the same as the column space of
A.

e. If A and B are row equivalent, then their row spaces are
the	same.

19. Suppose the solutions of a homogeneous system of five linear
equations in six unknowns are all multiples of one nonzero
solution. Will the system necessarily have a solution for
every possible choice of constants on the right sides of the
equations? Explain.

20. Suppose a nonhomogeneous system of six linear equations
in	eight	unknowns	has	a	solution, with	two	free	variables. Is
it possible to change some constants on the equations’ right
sides	to	make	the	new	system	inconsistent? Explain.

21. Suppose	a	nonhomogeneous system of nine linear	equations
in ten unknowns has a solution for all possible constants on
the right sides of the equations. Is it possible to find two
nonzero solutions of the associated homogeneous system that
are not multiples of each	other? Discuss.

22. Is is possible that all solutions of a homogeneous system of
ten linear equations in twelve variables are multiples of one
fixed	nonzero	solution? Discuss.

23. A homogeneous system of twelve linear equations in eight
unknowns has two fixed solutions that are not multiples of
each other, and all other solutions are linear combinations of
these two	solutions. Can the set of all solutions be described
with fewer than twelve homogeneous linear equations? If so,
how	many? Discuss.

24. Is it possible for a nonhomogeneous system of seven equa-
tions in six unknowns to have a unique solution for some
right-hand	side	of	constants? Is	it	possible	for	such	a	system
to have a unique solution for every right-hand side? Explain.

25. A scientist solves a nonhomogeneous system of ten linear
equations in twelve unknowns and finds that three of the
unknowns are free variables. Can the scientist be certain
that, if the right sides of the equations are changed, the new
nonhomogeneous	system	will	have	a	solution? Discuss.

26. In statistical theory, a common requirement is that a matrix
be of full rank. That is, the rank should be as large as
possible. Explain why an m ! n matrix with more rows than
columns has full rank if and only if its columns are linearly
independent.

Exercises 27–29 concern an m ! n matrix A and what are often
called	the fundamental subspaces determined	by A.

27. Which of the subspaces RowA, ColA, NulA, RowAT ,
ColAT , and NulAT are in Rm and which are in Rn? How
many	distinct subspaces	are in	this list?

28. Justify the following	equalities:
a. dimRowA C dimNulA D n Number of	columns of A

b. dimColA C dimNulAT D m Number of rows	of A

29. Use Exercise 28 to explain why the equation Ax D b has a
solution for all b in Rm if and only if the equation AT x D 0
has	only	the	trivial	solution.

Vector Spaces

Many algorithms discussed in this text are useful for understanding concepts
and making simple computations by hand. However, the algorithms are often
unsuitable for large-scale problems in	real life.

Rank determination is a good example. It would seem easy to reduce amatrix
to echelon form and count the pivots. But unless exact arithmetic is performed
on a matrix whose entries are specified exactly, row operations can change the

apparent rank of a matrix. For instance, if the value of x in the matrix
!

5 7
5 x

"

is not stored exactly as 7 in a computer, then the rank may be 1 or 2, depending
on	whether	the	computer	treats x ! 7 as zero.

In practical applications, the effective rank of a matrix A is often determined
from the singular value decomposition of A, to be discussed in Section 7.4. This
decomposition is also a reliable source of bases for ColA, RowA, NulA, and
NulAT .

WEB

The matrices below are	row	equivalent.

A D

2
664

2 !1 1 !6 8
1 !2 !4 3 !2

!7 8 10 3 !10
4 !5 !7 0 4

3
775; B D

2
664

1 !2 !4 3 !2
0 3 9 !12 12
0 0 0 0 0
0 0 0 0 0

3
775

1. Find rankA and dimNulA.
2. Find	bases	for ColA and RowA.
3. What is the next	step	to perform to find a basis for NulA?
4. How many pivot columns are in a row echelon form	of AT ?

In	Exercises	1–4, assume	that	the	matrixA is	row equivalent toB .
Without	calculations, list rankA and dimNulA. Then find bases
for ColA, RowA, and NulA.

1. A D

2
4

1 !4 9 !7
!1 2 !4 1

5 !6 10 7

3
5,

B D

2
4

1 0 !1 5
0 !2 5 !6
0 0 0 0

3
5

2. A D

2
664

1 3 4 !1 2
2 6 6 0 !3
3 9 3 6 !3
3 9 0 9 0

3
775,

B D

2
664

1 3 4 !1 2
0 0 1 !1 1
0 0 0 0 !5
0 0 0 0 0

3
775

3. A D

2
664

2 6 !6 6 3 6
!2 !3 6 !3 0 !6

4 9 !12 9 3 12
!2 3 6 3 3 !6

3
775,

B D

2
664

2 6 !6 6 3 6
0 3 0 3 3 0
0 0 0 0 3 0
0 0 0 0 0 0

3
775

4. A D

2
66664

1 1 !2 0 1 !2
1 2 !3 0 !2 !3
1 !1 0 0 1 6
1 !2 2 1 !3 0
1 !2 1 0 2 !1

3
77775
,

B D

2
66664

1 1 !2 0 1 !2
0 1 !1 0 !3 !1
0 0 1 1 !13 !1
0 0 0 0 1 !1
0 0 0 0 0 1

3
77775

Vector Spaces

Many algorithms discussed in this text are useful for understanding concepts
and making simple computations by hand. However, the algorithms are often
unsuitable for large-scale problems in	real life.

Rank determination is a good example. It would seem easy to reduce amatrix
to echelon form and count the pivots. But unless exact arithmetic is performed
on a matrix whose entries are specified exactly, row operations can change the

apparent rank of a matrix. For instance, if the value of x in the matrix
!

5 7
5 x

"

is not stored exactly as 7 in a computer, then the rank may be 1 or 2, depending
on	whether	the	computer	treats x ! 7 as zero.

In practical applications, the effective rank of a matrix A is often determined
from the singular value decomposition of A, to be discussed in Section 7.4. This
decomposition is also a reliable source of bases for ColA, RowA, NulA, and
NulAT .

WEB

The matrices below are	row	equivalent.

A D

2
664

2 !1 1 !6 8
1 !2 !4 3 !2

!7 8 10 3 !10
4 !5 !7 0 4

3
775; B D

2
664

1 !2 !4 3 !2
0 3 9 !12 12
0 0 0 0 0
0 0 0 0 0

3
775

1. Find rankA and dimNulA.
2. Find	bases	for ColA and RowA.
3. What is the next	step	to perform to find a basis for NulA?
4. How many pivot columns are in a row echelon form	of AT ?

In Exercises 1–4, assume that the matrixA is row equivalent toB .
Without calculations, list rankA and dimNulA. Then find bases
for ColA, RowA, and NulA.

1. A D

2
4

1 !4 9 !7
!1 2 !4 1

5 !6 10 7

3
5,

B D

2
4

1 0 !1 5
0 !2 5 !6
0 0 0 0

3
5

2. A D

2
664

1 3 4 !1 2
2 6 6 0 !3
3 9 3 6 !3
3 9 0 9 0

3
775,

B D

2
664

1 3 4 !1 2
0 0 1 !1 1
0 0 0 0 !5
0 0 0 0 0

3
775

3. A D

2
664

2 6 !6 6 3 6
!2 !3 6 !3 0 !6

4 9 !12 9 3 12
!2 3 6 3 3 !6

3
775,

B D

2
664

2 6 !6 6 3 6
0 3 0 3 3 0
0 0 0 0 3 0
0 0 0 0 0 0

3
775

4. A D

2
66664

1 1 !2 0 1 !2
1 2 !3 0 !2 !3
1 !1 0 0 1 6
1 !2 2 1 !3 0
1 !2 1 0 2 !1

3
77775
,

B D

2
66664

1 1 !2 0 1 !2
0 1 !1 0 !3 !1
0 0 1 1 !13 !1
0 0 0 0 1 !1
0 0 0 0 0 1

3
77775

Eigenvalues and Eigenvectors

prior to Exercises 15–18 in Section 3.1. [Note: Finding the
characteristic polynomial of a 3 ! 3 matrix is not easy to do with
just row operations, because the	variable ! is involved.]

9.

2
4

4 0 "1
0 4 "1
1 0 2

3
5 10.

2
4

3 1 1
0 5 0

"2 0 7

3
5

11.

2
4

3 0 0
2 1 4
1 0 4

3
5 12.

2
4

"1 0 2
3 1 0
0 1 2

3
5

13.

2
4

6 "2 0
"2 9 0

5 8 3

3
5 14.

2
4

4 0 "1
"1 0 4

0 2 3

3
5

For the matrices in Exercises 15–17, list the real eigenvalues,
repeated	according	to	their	multiplicities.

15.

2
664

5 5 0 2
0 2 "3 6
0 0 3 "2
0 0 0 5

3
775 16.

2
664

3 0 0 0
6 2 0 0
0 3 6 0
2 3 3 "5

3
775

17.

2
66664

3 0 0 0 0
"5 1 0 0 0

3 8 0 0 0
0 "7 2 1 0

"4 1 9 "2 3

3
77775

18. It can be shown that the algebraic multiplicity of an eigen-
value ! is always greater than or equal to the dimension of the
eigenspace corresponding to !. Find h in the matrix A below
such	that	the	eigenspace	for ! D 4 is two-dimensional:

A D

2
664

4 2 3 3
0 2 h 3
0 0 4 14
0 0 0 2

3
775

19. Let A be an n ! n matrix, and suppose A has n real eigenval-
ues, !1; : : : ; !n, repeated according	to multiplicities, so that

det .A " !I / D .!1 " !/.!2 " !/ # # # .!n " !/

Explain why detA is the product of the n eigenvalues of
A. (This result is true for any square matrix when complex
eigenvalues	are	considered.)

20. Use	a	property	of	determinants	to	show	that A and AT have
the	same	characteristic	polynomial.

In Exercises 21 and 22, A and B are n ! n matrices. Mark each
statement True or False. Justify	each answer.

21. a. The determinant ofA is the product of the diagonal entries
in A.

b. An elementary row operation on A does not change the
determinant.

c. .detA/.detB/ D detAB
d. If ! C 5 is	a	factor	of	the	characteristic	polynomial	of A,

then	5	is	an	eigenvalue	of A.

22. a. If A is 3 ! 3, with columns a1, a2, a3, then detA equals
the volume of the parallelepiped determined by a1, a2, a3.

b. detAT D ."1/ detA.
c. The	multiplicity of	a	root r of the	characteristic	equation

of A is called the algebraic multiplicity of r as an eigen-
value	of A.

d. A row replacement operation on A does not change the
eigenvalues.

A widely used method for estimating eigenvalues of a general
matrix A is the QR algorithm. Under suitable conditions, this al-
gorithm produces a sequence of matrices, all similar to A, that be-
come almost upper triangular, with diagonal entries that approach
the eigenvalues of A. The main idea is to factor A (or another
matrix similar to A)	in	the	form A D Q1R1, where QT

1 D Q!1
1

and R1 is upper triangular. The factors are interchanged to form
A1 D R1Q1, which is again factored as A1 D Q2R2; then to form
A2 D R2Q2, and	so	on. The similarity	of A; A1; : : : follows from
the	more	general	result	in	Exercise 23.

23. Show that if A D QR with Q invertible, then A is similar to
A1 D RQ.

24. Show that if A and B are	similar, then detA D detB .

25. Let A D
!

:6 :3
:4 :7

"
, v1 D

!
3=7
4=7

"
, and x0 D

!
:5
:5

"
. [Note:

A is the stochastic matrix studied in Example 5 in Sec-
tion 4.9.]
a. Find a basis for R2 consisting of v1 and another eigenvec-

tor v2 of A.
b. Verify that x0 may be written in the form x0 D v1 C cv2.
c. For k D 1; 2; : : : ; define xk D Akx0. Compute x1 and x2,

and write a formula for xk . Then show that xk ! v1 as k
increases.

26. Let A D
!

a b
c d

"
. Use formula (1) for a determinant

(given before Example 2) to show that detA D ad " bc.
Consider two	cases: a ¤ 0 and a D 0.

27. Let A D

2
4

:5 :2 :3
:3 :8 :3
:2 0 :4

3
5, v1 D

2
4

:3
:6
:1

3
5, v2 D

2
4

1
"3

2

3
5,

v3 D

2
4

"1
0
1

3
5, and w D

2
4

1
1
1

3
5.

a. Show that v1, v2, v3 are eigenvectors of A. [Note: A is the
stochastic	matrix	studied	in	Example 3	of	Section 4.9.]

b. Let x0 be any vector inR3 with nonnegative entries whose
sum is 1. (In Section 4.9, x0 was called a probability
vector.) Explain why there are constants c1, c2, c3 such
that x0 D c1v1 C c2v2 C c3v3. Compute wT x0, and de-
duce	that c1 D 1.

c. For k D 1; 2; : : : ; define xk D Akx0, with x0 as in part
(b). Show	that xk ! v1 as k increases.

Eigenvalues and Eigenvectors

The Characteristic Equation
Theorem 3(a) shows how to determine when a matrix of the form A ! !I is not
invertible. The scalar equation det.A ! !I / D 0 is called the characteristic equation
of A, and the	argument in Example 1 justifies the following fact.

A scalar ! is an eigenvalue of an n " n matrix A if and only if ! satisfies the
characteristic	equation

det.A ! !I / D 0

Find	the	characteristic	equation	of

A D

2
664

5 !2 6 !1
0 3 !8 0
0 0 5 4
0 0 0 1

3
775

Form A ! !I , and use Theorem 3(d):

det.A ! !I / D det

2
664

5 ! ! !2 6 !1
0 3 ! ! !8 0
0 0 5 ! ! 4
0 0 0 1 ! !

3
775

D .5 ! !/.3 ! !/.5 ! !/.1 ! !/

The characteristic equation	is

.5 ! !/2.3 ! !/.1 ! !/ D 0

or
.! ! 5/2.! ! 3/.! ! 1/ D 0

Expanding	the product, we	can	also	write

!4 ! 14!3 C 68!2 ! 130! C 75 D 0

In Examples 1 and 3, det .A ! !I / is a polynomial in !. It can be shown that if A is
an n " n matrix, then det .A ! !I / is a polynomial of degree n called the characteristic
polynomial of A.

The eigenvalue 5 in Example 3 is said to havemultiplicity 2	because .! ! 5/ occurs
two times as a factor of the characteristic polynomial. In general, the (algebraic)
multiplicity of an eigenvalue ! is its multiplicity as a root of the characteristic equation.

The characteristic polynomial of a 6 " 6 matrix is !6 ! 4!5 ! 12!4.
Find the eigenvalues	and their multiplicities.

Factor the	polynomial

!6 ! 4!5 ! 12!4 D !4.!2 ! 4! ! 12/ D !4.! ! 6/.! C 2/

The eigenvalues are	0 (multiplicity 4), 6 (multiplicity 1), and !2 (multiplicity 1).

The Characteristic Equation

This explicit formula for xk gives the solution of the difference equation xkC1 D Axk .

As k ! 1, .:92/k tends	to	zero	and xk tends	to
!

:375
:625

"
D :125v1.

The calculations in Example 5 have an interesting application to a Markov chain
discussed in Section 4.9. Those who read that section may recognize that matrix A
in Example 5 above is the same as the migration matrix M in Section 4.9, x0 is the
initial population distribution between city and suburbs, and xk represents the population
distribution	after k years.

Theorem 18 in Section 4.9 stated that for a matrix such as A, the sequence xk tends
to a steady-state vector. Now we know why the xk behave this way, at least for the
migration matrix. The steady-state vector is :125v1, a multiple of the eigenvector v1,
and	formula	(5)	for xk shows	precisely	why xk ! :125v1.

1. Computer software such as Mathematica and Maple can use symbolic calcu-
lations to find the characteristic polynomial of a moderate-sized matrix. But
there is no formula or finite algorithm to solve the characteristic equation of a
general n ! n matrix	for n " 5.

2. The best numerical methods for finding eigenvalues avoid the characteristic
polynomial entirely. In fact, MATLAB finds the characteristic polynomial
of a matrix A by first computing the eigenvalues !1; : : : ; !n of A and then
expanding	the	product .! # !1/.! # !2/ $ $ $ .! # !n/.

3. Several common algorithms for estimating the eigenvalues of a matrix A
are based on Theorem 4. The powerful QR algorithm is discussed in the
exercises. Another technique, called Jacobi’s method, works when A D AT

and	computes	a	sequence	of	matrices	of	the	form

A1 D A and AkC1 D P!1
k AkPk .k D 1; 2; : : :/

Each matrix in the sequence is similar to A and so has the same eigenvalues
as A. The nondiagonal entries of AkC1 tend to zero as k increases, and the
diagonal entries tend	to approach the eigenvalues of A.

4. Other methods of	estimating	eigenvalues	are discussed	in Section 5.8.

Find the	characteristic	equation	and	eigenvalues	of A D
!

1 #4
4 2

"
.

Find	the	characteristic	polynomial	and	the	real	eigenvalues	of	the
matrices	in	Exercises	1–8.

1.
!

2 7
7 2

"
2.

!
#4 #1

6 1

"

3.
!

#4 2
6 7

"
4.

!
8 2
3 3

"

5.
!

8 4
4 8

"
6.

!
9 #2
2 5

"

7.
!

5 3
#4 4

"
8.

!
#4 3

2 1

"

Exercises 9–14 require techniques from Section 3.1. Find the
characteristic polynomial of each matrix, using either a cofactor
expansion or the special formula for 3 ! 3 determinants described

Eigenvalues and Eigenvectors

prior to Exercises 15–18 in Section 3.1. [Note: Finding the
characteristic polynomial of a 3 ! 3 matrix is not easy to do with
just row	operations, because the	variable ! is involved.]

9.

2
4

4 0 "1
0 4 "1
1 0 2

3
5 10.

2
4

3 1 1
0 5 0

"2 0 7

3
5

11.

2
4

3 0 0
2 1 4
1 0 4

3
5 12.

2
4

"1 0 2
3 1 0
0 1 2

3
5

13.

2
4

6 "2 0
"2 9 0

5 8 3

3
5 14.

2
4

4 0 "1
"1 0 4

0 2 3

3
5

For the matrices in Exercises 15–17, list the real eigenvalues,
repeated	according	to	their	multiplicities.

15.

2
664

5 5 0 2
0 2 "3 6
0 0 3 "2
0 0 0 5

3
775 16.

2
664

3 0 0 0
6 2 0 0
0 3 6 0
2 3 3 "5

3
775

17.

2
66664

3 0 0 0 0
"5 1 0 0 0

3 8 0 0 0
0 "7 2 1 0

"4 1 9 "2 3

3
77775

18. It can be shown that the algebraic multiplicity of an eigen-
value ! is always greater than or equal to the dimension of the
eigenspace corresponding to !. Find h in the matrix A below
such	that	the	eigenspace	for ! D 4 is two-dimensional:

A D

2
664

4 2 3 3
0 2 h 3
0 0 4 14
0 0 0 2

3
775

19. Let A be an n ! n matrix, and suppose A has n real eigenval-
ues, !1; : : : ; !n, repeated according	to multiplicities, so that

det .A " !I / D .!1 " !/.!2 " !/ # # # .!n " !/

Explain why detA is the product of the n eigenvalues of
A. (This result is true for any square matrix when complex
eigenvalues	are	considered.)

20. Use a property of determinants to show that A and AT have
the	same	characteristic	polynomial.

In Exercises 21 and 22, A and B are n ! n matrices. Mark each
statement True or False. Justify	each answer.

21. a. The determinant ofA is the product of the diagonal entries
in A.

b. An elementary row operation on A does not change the
determinant.

c. .detA/.detB/ D detAB
d. If ! C 5 is	a	factor	of	the	characteristic	polynomial	of A,

then	5	is	an	eigenvalue	of A.

22. a. If A is 3 ! 3, with columns a1, a2, a3, then detA equals
the volume of the parallelepiped determined by a1, a2, a3.

b. detAT D ."1/ detA.
c. The	multiplicity of	a	root r of the	characteristic	equation

of A is called the algebraic multiplicity of r as an eigen-
value	of A.

d. A row replacement operation on A does not change the
eigenvalues.

A widely used method for estimating eigenvalues of a general
matrix A is the QR algorithm. Under suitable conditions, this al-
gorithm produces a sequence of matrices, all similar to A, that be-
come almost upper triangular, with diagonal entries that approach
the eigenvalues of A. The main idea is to factor A (or another
matrix similar to A)	in	the	form A D Q1R1, where QT

1 D Q!1
1

and R1 is upper triangular. The factors are interchanged to form
A1 D R1Q1, which is again factored as A1 D Q2R2; then to form
A2 D R2Q2, and	so	on. The similarity	of A; A1; : : : follows from
the	more	general	result	in	Exercise 23.

23. Show that if A D QR with Q invertible, then A is similar to
A1 D RQ.

24. Show that if A and B are	similar, then detA D detB .

25. Let A D
!

:6 :3
:4 :7

"
, v1 D

!
3=7
4=7

"
, and x0 D

!
:5
:5

"
. [Note:

A is the stochastic matrix studied in Example 5 in Sec-
tion 4.9.]
a. Find a basis for R2 consisting of v1 and another eigenvec-

tor v2 of A.
b. Verify that x0 may be written in the form x0 D v1 C cv2.
c. For k D 1; 2; : : : ; define xk D Akx0. Compute x1 and x2,

and write a formula for xk . Then show that xk ! v1 as k
increases.

26. Let A D
!

a b
c d

"
. Use formula (1) for a determinant

(given before Example 2) to show that detA D ad " bc.
Consider two	cases: a ¤ 0 and a D 0.

27. Let A D

2
4

:5 :2 :3
:3 :8 :3
:2 0 :4

3
5, v1 D

2
4

:3
:6
:1

3
5, v2 D

2
4

1
"3

2

3
5,

v3 D

2
4

"1
0
1

3
5, and w D

2
4

1
1
1

3
5.

a. Show that v1, v2, v3 are eigenvectors of A. [Note: A is the
stochastic	matrix	studied	in	Example 3	of	Section 4.9.]

b. Let x0 be any vector inR3 with nonnegative entries whose
sum is 1. (In Section 4.9, x0 was called a probability
vector.) Explain why there are constants c1, c2, c3 such
that x0 D c1v1 C c2v2 C c3v3. Compute wT x0, and de-
duce	that c1 D 1.

c. For k D 1; 2; : : : ; define xk D Akx0, with x0 as in part
(b). Show	that xk ! v1 as k increases.

Eigenvalues and Eigenvectors

prior to Exercises 15–18 in Section 3.1. [Note: Finding the
characteristic polynomial of a 3 ! 3 matrix is not easy to do with
just row operations, because the	variable ! is involved.]
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For the matrices in Exercises 15–17, list the real eigenvalues,
repeated	according	to	their	multiplicities.
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18. It can be shown that the algebraic multiplicity of an eigen-
value ! is always greater than or equal to the dimension of the
eigenspace corresponding to !. Find h in the matrix A below
such	that	the	eigenspace	for ! D 4 is two-dimensional:

A D

2
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4 2 3 3
0 2 h 3
0 0 4 14
0 0 0 2

3
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19. Let A be an n ! n matrix, and suppose A has n real eigenval-
ues, !1; : : : ; !n, repeated according	to multiplicities, so that

det .A " !I / D .!1 " !/.!2 " !/ # # # .!n " !/

Explain why detA is the product of the n eigenvalues of
A. (This result is true for any square matrix when complex
eigenvalues	are	considered.)

20. Use a property of determinants to show that A and AT have
the	same	characteristic	polynomial.

In Exercises 21 and 22, A and B are n ! n matrices. Mark each
statement True or False. Justify	each answer.

21. a. The determinant ofA is the product of the diagonal entries
in A.

b. An elementary row operation on A does not change the
determinant.

c. .detA/.detB/ D detAB
d. If ! C 5 is	a	factor	of	the	characteristic	polynomial	of A,

then	5	is	an	eigenvalue	of A.

22. a. If A is 3 ! 3, with columns a1, a2, a3, then detA equals
the volume of the parallelepiped determined by a1, a2, a3.

b. detAT D ."1/ detA.
c. The	multiplicity of	a	root r of the	characteristic	equation

of A is called the algebraic multiplicity of r as an eigen-
value	of A.

d. A row replacement operation on A does not change the
eigenvalues.

A widely used method for estimating eigenvalues of a general
matrix A is the QR algorithm. Under suitable conditions, this al-
gorithm produces a sequence of matrices, all similar to A, that be-
come almost upper triangular, with diagonal entries that approach
the eigenvalues of A. The main idea is to factor A (or another
matrix similar to A)	in	the	form A D Q1R1, where QT

1 D Q!1
1

and R1 is upper triangular. The factors are interchanged to form
A1 D R1Q1, which is again factored as A1 D Q2R2; then to form
A2 D R2Q2, and	so	on. The similarity	of A; A1; : : : follows from
the	more	general	result	in	Exercise 23.

23. Show that if A D QR with Q invertible, then A is similar to
A1 D RQ.

24. Show that if A and B are	similar, then detA D detB .

25. Let A D
!

:6 :3
:4 :7

"
, v1 D

!
3=7
4=7

"
, and x0 D

!
:5
:5

"
. [Note:

A is the stochastic matrix studied in Example 5 in Sec-
tion 4.9.]
a. Find a basis for R2 consisting of v1 and another eigenvec-

tor v2 of A.
b. Verify that x0 may be written in the form x0 D v1 C cv2.
c. For k D 1; 2; : : : ; define xk D Akx0. Compute x1 and x2,

and write a formula for xk . Then show that xk ! v1 as k
increases.

26. Let A D
!

a b
c d

"
. Use formula (1) for a determinant

(given before Example 2) to show that detA D ad " bc.
Consider two	cases: a ¤ 0 and a D 0.

27. Let A D

2
4

:5 :2 :3
:3 :8 :3
:2 0 :4

3
5, v1 D

2
4

:3
:6
:1

3
5, v2 D

2
4

1
"3

2

3
5,

v3 D

2
4

"1
0
1

3
5, and w D

2
4

1
1
1

3
5.

a. Show that v1, v2, v3 are eigenvectors of A. [Note: A is the
stochastic	matrix	studied	in	Example 3	of	Section 4.9.]

b. Let x0 be any vector inR3 with nonnegative entries whose
sum is 1. (In Section 4.9, x0 was called a probability
vector.) Explain why there are constants c1, c2, c3 such
that x0 D c1v1 C c2v2 C c3v3. Compute wT x0, and de-
duce	that c1 D 1.

c. For k D 1; 2; : : : ; define xk D Akx0, with x0 as in part
(b). Show	that xk ! v1 as k increases.
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Eigenvalues and Eigenvectors

Since A is a triangular matrix, the eigenvalues are 5 and !3, each with
multiplicity	2. Using	the	method	in	Section 5.1, we	find	a basis	for each	eigenspace.

Basis for ! D 5W v1 D

2
664

!8
4
1
0

3
775 and v2 D

2
664

!16
4
0
1

3
775

Basis	for ! D !3W v3 D

2
664

0
0
1
0

3
775 and v4 D

2
664

0
0
0
1

3
775

The set fv1; : : : ; v4g is linearly independent, by Theorem 7. So the matrix P D
Œ v1 " " " v4 " is	invertible, and A D PDP!1, where

P D

2
664

!8 !16 0 0
4 4 0 0
1 0 1 0
0 1 0 1

3
775 and D D

2
664

5 0 0 0
0 5 0 0
0 0 !3 0
0 0 0 !3

3
775

1. Compute A8, where A D
!

4 !3
2 !1

"
.

2. Let A D
!

!3 12
!2 7

"
, v1 D

!
3
1

"
, and v2 D

!
2
1

"
. Suppose you are told that v1 and

v2 are	eigenvectors	of A. Use this information to diagonalize A.
3. Let A be a 4 # 4 matrix with eigenvalues 5, 3, and !2, and suppose you know that

the eigenspace for ! D 3 is two-dimensional. Do you have enough information to
determine	if A is diagonalizable?WEB

In	Exercises	1	and	2, let A D PDP!1 and	compute A4.

1. P D
!

5 7
2 3

"
, D D

!
2 0
0 1

"

2. P D
!

1 2
2 3

"
, D D

!
1 0
0 3

"

In Exercises 3 and 4, use the factorization A D PDP!1 to com-
pute Ak , where k represents	an arbitrary positive integer.

3.
!

a 0
2.a ! b/ b

"
D
!

1 0
2 1

"!
a 0
0 b

"!
1 0

!2 1

"

4.
!

1 !6
2 !6

"
D
!

3 !2
2 !1

"!
!3 0

0 !2

"!
!1 2
!2 3

"

In Exercises 5 and 6, the matrix A is factored in the form PDP!1.
Use the Diagonalization Theorem to find the eigenvalues of A and
a	basis	for	each	eigenspace.

5. A D

2
4

2 !1 !1
1 4 1

!1 !1 2

3
5

D

2
4

1 !1 0
!1 1 !1

0 !1 1

3
5
2
4

3 0 0
0 2 0
0 0 3

3
5
2
4

0 !1 !1
!1 !1 !1
!1 !1 0

3
5

6. A D

2
4

3 0 0
!3 4 9

0 0 3

3
5

D

2
4

3 0 !1
0 1 !3
1 0 0

3
5
2
4

3 0 0
0 4 0
0 0 3

3
5
2
4

0 0 1
!3 1 9
!1 0 3

3
5

Diagonalize the matrices in Exercises 7–20, if possible. The real
eigenvalues for Exercises 11–16 and 18 are included below the
matrix.

7.
!

1 0
6 !1

"
8.

!
3 2
0 3

"

Eigenvalues and Eigenvectors

Since A is a triangular matrix, the eigenvalues are 5 and !3, each with
multiplicity	2. Using	the	method	in	Section 5.1, we	find	a basis	for each	eigenspace.
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The set fv1; : : : ; v4g is linearly independent, by Theorem 7. So the matrix P D
Œ v1 " " " v4 " is	invertible, and A D PDP!1, where
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, v1 D
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3
1
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, and v2 D

!
2
1

"
. Suppose you are told that v1 and

v2 are	eigenvectors	of A. Use this information to diagonalize A.
3. Let A be a 4 # 4 matrix with eigenvalues 5, 3, and !2, and suppose you know that

the eigenspace for ! D 3 is two-dimensional. Do you have enough information to
determine	if A is diagonalizable?WEB

In	Exercises	1	and	2, let A D PDP!1 and	compute A4.
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2 3
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, D D

!
2 0
0 1
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2. P D
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pute Ak , where k represents	an arbitrary positive integer.
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D
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3 !2
2 !1

"!
!3 0
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"

In Exercises 5 and 6, the matrix A is factored in the form PDP!1.
Use the Diagonalization Theorem to find the eigenvalues of A and
a	basis	for	each	eigenspace.

5. A D
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2 !1 !1
1 4 1
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D
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6. A D
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3 0 0
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D
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3 0 !1
0 1 !3
1 0 0

3
5
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0 4 0
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3
5
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Diagonalize the matrices in Exercises 7–20, if possible. The real
eigenvalues for Exercises 11–16 and 18 are included below the
matrix.
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!

1 0
6 !1

"
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!
3 2
0 3
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Eigenvalues and Eigenvectors

Since A is a triangular matrix, the eigenvalues are 5 and !3, each with
multiplicity	2. Using	the	method	in	Section 5.1, we	find	a basis	for each	eigenspace.
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The set fv1; : : : ; v4g is linearly independent, by Theorem 7. So the matrix P D
Œ v1 " " " v4 " is	invertible, and A D PDP!1, where
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, and v2 D

!
2
1

"
. Suppose you are told that v1 and

v2 are	eigenvectors	of A. Use this information to diagonalize A.
3. Let A be a 4 # 4 matrix with eigenvalues 5, 3, and !2, and suppose you know that

the eigenspace for ! D 3 is two-dimensional. Do you have enough information to
determine	if A is diagonalizable?WEB

In	Exercises	1	and	2, let A D PDP!1 and	compute A4.
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, D D
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0 1
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pute Ak , where k represents	an arbitrary positive integer.
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a 0
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D
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1 !6
2 !6
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3 !2
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!3 0
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!1 2
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In Exercises 5 and 6, the matrix A is factored in the form PDP!1.
Use the Diagonalization Theorem to find the eigenvalues of A and
a	basis	for	each	eigenspace.

5. A D

2
4

2 !1 !1
1 4 1

!1 !1 2
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D
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1 !1 0
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0 !1 1

3
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2
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0 2 0
0 0 3

3
5
2
4
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6. A D

2
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3 0 0
!3 4 9
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3
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D
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0 1 !3
1 0 0

3
5
2
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0 4 0
0 0 3

3
5
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Diagonalize the matrices in Exercises 7–20, if possible. The real
eigenvalues for Exercises 11–16 and 18 are included below the
matrix.

7.
!

1 0
6 !1

"
8.

!
3 2
0 3

"

Eigenvectors and Linear Transformations

An efficient way to compute a B-matrix P!1AP is to compute AP and then to row
reduce the augmentedmatrix Œ P AP ! to Œ I P!1AP !. A separate computation
of P!1 is	unnecessary. See	Exercise 15	in	Section 2.2.

1. Find T .a0 C a1t C a2t2/, if T is the linear transformation from P2 to P2 whose
matrix	relative	to B D f1; t; t 2g is

Œ T !B D

2
4

3 4 0
0 5 !1
1 !2 7

3
5

2. Let A, B , and C be n " n matrices. The text has shown that if A is similar to B ,
then B is similar to A. This property, together with the statements below, shows that
“similar to” is an equivalence relation. (Row equivalence is another example of an
equivalence relation.) Verify parts (a) and (b).
a. A is	similar	to A.
b. If A is similar to B and B is similar to C , then A is similar to C .

1. Let B D fb1;b2;b3g and D D fd1;d2g be	bases	for	vector
spaces V and W , respectively. Let T W V ! W be	a	linear
transformation	with	the	property	that

T .b1/ D 3d1 ! 5d2; T .b2/ D !d1 C 6d2; T .b3/ D 4d2

Find	the	matrix	for T relative	to B and D.

2. LetD D fd1;d2g andB D fb1; b2g be bases for vector spaces
V and W , respectively. Let T W V ! W be a linear transfor-
mation	with the	property	that

T .d1/ D 3b1 ! 3b2; T .d2/ D !2b1 C 5b2

Find	the	matrix	for T relative	to D and B.
3. Let E D fe1; e2; e3g be the standard basis for R3, let

B D fb1;b2;b3g be a basis for a vector space V , and let
T W R3 ! V be a linear transformation with the property that

T .x1; x2; x3/ D .2x3 ! x2/b1 ! .2x2/b2 C .x1 C 3x3/b3

a. Compute T .e1/, T .e2/, and T .e3/.
b. Compute ŒT .e1/!B, ŒT .e2/!B, and ŒT .e3/!B.
c. Find	the matrix	for T relative	to E and B.

4. Let B D fb1;b2;b3g be a basis for a vector space V and let
T W V ! R2 be a linear transformation with the property that

T .x1b1 C x2b2 C x3b3/ D
!

2x1 ! 3x2 C x3

!2x1 C 5x3

"

Find the matrix for T relative to B and the standard basis for
R2.

5. Let T W P2 ! P3 be the transformation that maps a polyno-
mial p.t/ into	the	polynomial .t C 3/p.t/.
a. Find	the image of p.t/ D 3 ! 2t C t 2.
b. Show	that T is a linear transformation.
c. Find the matrix for T relative to the bases f1; t; t 2g and

f1; t; t 2; t 3g.

6. Let T W P2 ! P4 be the transformation that maps a polyno-
mial p.t/ into	the	polynomial p.t/ C 2t2p.t/.
a. Find	the image of p.t/ D 3 ! 2t C t 2.
b. Show	that T is a linear transformation.
c. Find the matrix for T relative to the bases f1; t; t 2g and

f1; t; t 2; t 3; t 4g.

7. Assume	the mapping T W P2 ! P2 defined	by

T .a0 C a1t C a2t
2/ D 3a0 C .5a0 ! 2a1/t C .4a1 C a2/t

2

is linear. Find the matrix representation of T relative to the
basis B D f1; t; t 2g.

8. Let B D fb1;b2;b3g be a basis for a vector space V . Find
T .4b1 ! 3b2/ when T is a linear transformation from V to
V whose matrix relative	to B is

Œ T !B D

2
4

0 0 1
2 1 !2
1 3 1

3
5

Eigenvectors and Linear Transformations

An efficient way to compute a B-matrix P!1AP is to compute AP and then to row
reduce the augmentedmatrix Œ P AP ! to Œ I P!1AP !. A separate computation
of P!1 is	unnecessary. See	Exercise 15	in	Section 2.2.

1. Find T .a0 C a1t C a2t2/, if T is the linear transformation from P2 to P2 whose
matrix	relative	to B D f1; t; t 2g is

Œ T !B D

2
4

3 4 0
0 5 !1
1 !2 7

3
5

2. Let A, B , and C be n " n matrices. The text has shown that if A is similar to B ,
then B is similar to A. This property, together with the statements below, shows that
“similar to” is an equivalence relation. (Row equivalence is another example of an
equivalence relation.) Verify parts (a) and (b).
a. A is	similar	to A.
b. If A is similar to B and B is similar to C , then A is similar to C .

1. Let B D fb1;b2;b3g and D D fd1;d2g be bases for vector
spaces V and W , respectively. Let T W V ! W be a linear
transformation	with the property that

T .b1/ D 3d1 ! 5d2; T .b2/ D !d1 C 6d2; T .b3/ D 4d2

Find	the	matrix	for T relative	to B and D.

2. LetD D fd1;d2g andB D fb1; b2g be	bases	for	vector	spaces
V and W , respectively. Let T W V ! W be	a	linear	transfor-
mation	with	the	property	that

T .d1/ D 3b1 ! 3b2; T .d2/ D !2b1 C 5b2

Find	the	matrix	for T relative	to D and B.
3. Let E D fe1; e2; e3g be 	 the 	 standard 	 basis 	 for R3, let

B D fb1;b2;b3g be a basis for a vector space V , and let
T W R3 ! V be a linear transformation with the property that

T .x1; x2; x3/ D .2x3 ! x2/b1 ! .2x2/b2 C .x1 C 3x3/b3

a. Compute T .e1/, T .e2/, and T .e3/.
b. Compute ŒT .e1/!B, ŒT .e2/!B, and ŒT .e3/!B.
c. Find	the matrix	for T relative	to E and B.

4. Let B D fb1;b2;b3g be a basis for a vector space V and let
T W V ! R2 be a linear transformation with the property that

T .x1b1 C x2b2 C x3b3/ D
!

2x1 ! 3x2 C x3

!2x1 C 5x3

"

Find the matrix for T relative to B and the standard basis for
R2.

5. Let T W P2 ! P3 be the transformation that maps a polyno-
mial p.t/ into	the	polynomial .t C 3/p.t/.
a. Find	the image of p.t/ D 3 ! 2t C t 2.
b. Show	that T is a linear transformation.
c. Find the matrix for T relative to the bases f1; t; t 2g and

f1; t; t 2; t 3g.

6. Let T W P2 ! P4 be the transformation that maps a polyno-
mial p.t/ into	the	polynomial p.t/ C 2t2p.t/.
a. Find	the image of p.t/ D 3 ! 2t C t 2.
b. Show	that T is a linear transformation.
c. Find the matrix for T relative to the bases f1; t; t 2g and

f1; t; t 2; t 3; t 4g.

7. Assume	the mapping T W P2 ! P2 defined	by

T .a0 C a1t C a2t
2/ D 3a0 C .5a0 ! 2a1/t C .4a1 C a2/t

2

is linear. Find the matrix representation of T relative to the
basis B D f1; t; t 2g.

8. Let B D fb1;b2;b3g be a basis for a vector space V . Find
T .4b1 ! 3b2/ when T is a linear transformation from V to
V whose matrix relative	to B is

Œ T !B D

2
4

0 0 1
2 1 !2
1 3 1

3
5
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9. Define T W P2 ! R3 by T .p/ D

2
4
p.!1/
p.0/
p.1/

3
5.

a. Find	the image under T of p.t/ D 5 C 3t .
b. Show	that T is a linear transformation.
c. Find the matrix for T relative to the basis f1; t; t 2g for P2

and	the	standard	basis	for R3.

10. Define T W P3 ! R4 by T .p/ D

2
664
p.!2/
p.3/
p.1/
p.0/

3
775.

a. Show	that T is	a	linear	transformation.
b. Find	the	matrix	for T relative	to	the	basis f1; t; t 2; t 3g for

P3 and	the	standard	basis	for R4.

In Exercises 11 and 12, find the B-matrix for the transformation
x 7!Ax, where B D fb1;b2g.

11. A D
!

!4 !1
6 1

"
, b1 D

!
!1

2

"
, b2 D

!
!1

1

"

12. A D
!

!6 !2
4 0

"
, b1 D

!
0
1

"
, b2 D

!
!1

2

"

In Exercises 13–16, define T W R2 ! R2 by T .x/ D Ax. Find a
basis B for R2 with	the property	that ŒT !B is	diagonal.

13. A D
!

0 1
!3 4

"
14. A D

!
2 3
3 2

"

15. A D
!

1 2
3 !4

"
16. A D

!
4 !2

!1 5

"

17. Let A D
!

4 1
!1 2

"
and B D fb1;b2g, for b1 D

!
1

!1

"
,

b2 D
!

!1
2

"
. Define T W R2 ! R2 by T .x/ D Ax.

a. Verify that b1 is an eigenvector of A but that A is not
diagonalizable.

b. Find	the B-matrix	for T .
18. Define T W R3 ! R3 by T .x/ D Ax, where A is a 3 " 3

matrix with eigenvalues 5, 5, and!2. Does there exist a basis
B for R3 such that the B-matrix for T is a diagonal matrix?
Discuss.

Verify the statements in Exercises 19–24. Thematrices are square.

19. If A is invertible and similar to B , then B is invertible
and A!1 is similar to B!1. [Hint: P!1AP D B for some
invertible P . Explain why B is invertible. Then find an
invertible Q such	that Q!1A!1Q D B!1.]

20. If A is similar	to B , then A2 is similar to B2.
21. If B is similar to A and C is similar to A, then B is similar

to C .

22. If A is diagonalizable and B is similar to A, then B is also
diagonalizable.

23. If B D P!1AP and x is an eigenvector of A corresponding
to an eigenvalue ", then P!1x is an eigenvector of B corre-
sponding	also	to ".

24. If A and B are similar, then they have the same rank. [Hint:
Refer to	Supplementary	Exercises 13	and	14	in	Chapter 4.]

25. The trace of a square matrix A is the sum of the diagonal
entries in A and is denoted by trA. It can be verified that
tr.F G/ D tr.GF / for any two n " n matrices F and G.
Show that if A and B are	similar, then trA D trB .

26. It can be shown that the trace of a matrix A equals the sum of
the eigenvalues of A. Verify this statement for the case when
A is diagonalizable.

27. Let V be Rn with a basis B D fb1; : : : ; bng; let W be Rn

with the standard basis, denoted here by E ; and consider the
identity	transformation I W Rn ! Rn, where I.x/ D x. Find
the matrix for I relative to B and E . What was this matrix
called	in	Section 4.4?

28. Let V be a vector space with a basis B D fb1; : : : ; bng, let W
be the same space V with a basis C D fc1; : : : ; cng, and let I
be the identity transformation I W V ! W . Find the matrix
for I relative to B and C. What was this matrix called in
Section 4.7?

29. Let V be	a	vector	space	with	a	basis B D fb1; : : : ; bng. Find
the B-matrix	for	the	identity	transformation I W V ! V .

[M] In Exercises 30 and 31, find the B-matrix for the transforma-
tion x 7! Ax where B D fb1;b2;b3g.

30. A D

2
4

6 !2 !2
3 1 !2
2 !2 2

3
5,

b1 D

2
4

1
1
1

3
5, b2 D

2
4

2
1
3

3
5, b3 D

2
4

!1
!1

0

3
5

31. A D

2
4

!7 !48 !16
1 14 6

!3 !45 !19

3
5,

b1 D

2
4

!3
1

!3

3
5, b2 D

2
4

!2
1

!3

3
5, b3 D

2
4

3
!1

0

3
5

32. [M] Let T be the transformation whose standard matrix is
given below. Find a basis for R4 with the property that Œ T !B
is	diagonal.

A D

2
664

!6 4 0 9
!3 0 1 6
!1 !2 1 0
!4 4 0 7

3
775
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2. Let A be	a 2 ! 2 matrix	with	eigenvalues "3 and "1 and

corresponding	eigenvectors v1 D
!

"1
1

"
and v2 D

!
1
1

"
. Let

x.t/ be	the	position	of	a	particle	at	time t . Solve	the	initial

value	problem x0 D Ax, x.0/ D
!

2
3

"
.

In Exercises	3–6, solve	the	initial	value	problem x0.t/ D Ax.t/
for t # 0, with x.0/ D .3; 2/. Classify the nature of the origin
as an attractor, repeller, or saddle point of the dynamical system
described by x0 D Ax. Find the directions of greatest attraction
and/or repulsion. When the origin is a saddle point, sketch typical
trajectories.

3. A D
!

2 3
"1 "2

"
4. A D

!
"2 "5

1 4

"

5. A D
!

7 "1
3 3

"
6. A D

!
1 "2
3 "4

"

In Exercises 7 and 8, make a change of variable that decouples
the equation x0 D Ax. Write the equation x.t/ D P y.t/ and
show the calculation that leads to the uncoupled system y0 D Dy,
specifying P and D.

7. A as	in	Exercise 5 8. A as	in	Exercise 6

In Exercises 9–18, construct the general solution of x0 D Ax
involving complex eigenfunctions and then obtain the general real
solution. Describe	the	shapes	of	typical	trajectories.

9. A D
!

"3 2
"1 "1

"
10. A D

!
3 1

"2 1

"

11. A D
!

"3 "9
2 3

"
12. A D

!
"7 10
"4 5

"

13. A D
!

4 "3
6 "2

"
14. A D

!
"2 1
"8 2

"

15. [M] A D

2
4

"8 "12 "6
2 1 2
7 12 5

3
5

16. [M] A D

2
4

"6 "11 16
2 5 "4

"4 "5 10

3
5

17. [M] A D

2
4

30 64 23
"11 "23 "9

6 15 4

3
5

18. [M] A D

2
4

53 "30 "2
90 "52 "3
20 "10 2

3
5

19. [M] Find formulas for the voltages v1 and v2 (as functions of
time t ) for the circuit in Example 1, assuming that R1 D 1=5
ohm, R2 D 1=3 ohm, C1 D 4 farads, C2 D 3 farads, and the
initial charge	on each capacitor is 4 volts.

20. [M] Find formulas for the voltages v1 and v2 for the circuit in
Example 1, assuming that R1 D 1=15 ohm, R2 D 1=3 ohm,
C1 D 9 farads, C2 D 2 farads, and the initial charge on each
capacitor	is	3 volts.

21. [M] Find formulas for the current iL and the voltage vC

for the circuit in Example 3, assuming that R1 D 1 ohm,
R2 D :125 ohm, C D :2 farad, L D :125 henry, the initial
current is	0 amp, and the	initial voltage is 15 volts.

22. [M] The circuit in	the figure is described by the equation"
i 0L
v0C

#
D
"

0 1=L

"1=C "1=.RC /

#"
iL

vC

#

where iL is the current through the inductor L and vC is the
voltage drop across the capacitor C . Find formulas for iL

and vC when R D :5 ohm, C D 2:5 farads, L D :5 henry,
the initial current is 0 amp, and the initial voltage is 12 volts.

R

C

L

+

1. Yes, the 3 ! 3 matrix is diagonalizable because it has three distinct eigenvalues.
Theorem 2 in Section 5.1 and Theorem 5 in Section 5.3 are valid when complex
scalars	are	used. (The	proofs	are	essentially	the	same	as	for	real	scalars.)

2. The	general	solution	has	the	form

x.t/ D c1

2
4

1
"2

1

3
5e!:5t C c2

2
4

1 C 2i
4i
2

3
5 e.:2C:3i/t C c3

2
4

1 " 2i
"4i

2

3
5 e.:2!:3i/t

The scalars c1, c2, c3 here can be any complex numbers. The first term in x.t/ is real.
Two more real solutions can be produced using the real and imaginary parts of the
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3

"
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as an attractor, repeller, or saddle point of the dynamical system
described by x0 D Ax. Find the directions of greatest attraction
and/or repulsion. When the origin is a saddle point, sketch typical
trajectories.

3. A D
!

2 3
"1 "2

"
4. A D

!
"2 "5

1 4

"

5. A D
!

7 "1
3 3

"
6. A D

!
1 "2
3 "4

"

In Exercises 7 and 8, make a change of variable that decouples
the equation x0 D Ax. Write the equation x.t/ D P y.t/ and
show the calculation that leads to the uncoupled system y0 D Dy,
specifying P and D.

7. A as	in	Exercise 5 8. A as	in	Exercise 6

In Exercises 9–18, construct 	 the 	general 	 solution 	of x0 D Ax
involving complex eigenfunctions	and	then	obtain	the	general	real
solution. Describe	the	shapes	of	typical	trajectories.

9. A D
!

"3 2
"1 "1

"
10. A D

!
3 1

"2 1

"

11. A D
!

"3 "9
2 3

"
12. A D

!
"7 10
"4 5

"

13. A D
!

4 "3
6 "2

"
14. A D

!
"2 1
"8 2

"

15. [M] A D

2
4

"8 "12 "6
2 1 2
7 12 5

3
5

16. [M] A D

2
4

"6 "11 16
2 5 "4

"4 "5 10

3
5

17. [M] A D

2
4

30 64 23
"11 "23 "9

6 15 4

3
5

18. [M] A D

2
4

53 "30 "2
90 "52 "3
20 "10 2

3
5

19. [M] Find formulas for the voltages v1 and v2 (as functions of
time t ) for the circuit in Example 1, assuming that R1 D 1=5
ohm, R2 D 1=3 ohm, C1 D 4 farads, C2 D 3 farads, and the
initial charge	on each capacitor is 4 volts.

20. [M] Find formulas for the voltages v1 and v2 for the circuit in
Example 1, assuming that R1 D 1=15 ohm, R2 D 1=3 ohm,
C1 D 9 farads, C2 D 2 farads, and the initial charge on each
capacitor	is	3 volts.

21. [M] Find formulas for the current iL and the voltage vC

for the circuit in Example 3, assuming that R1 D 1 ohm,
R2 D :125 ohm, C D :2 farad, L D :125 henry, the initial
current is	0 amp, and the	initial voltage is 15 volts.

22. [M] The circuit in	the figure is described by the equation"
i 0L
v0C

#
D
"

0 1=L

"1=C "1=.RC /

#"
iL

vC

#

where iL is the current through the inductor L and vC is the
voltage drop across the capacitor C . Find formulas for iL

and vC when R D :5 ohm, C D 2:5 farads, L D :5 henry,
the initial current is 0 amp, and the initial voltage is 12 volts.

R

C

L

+

1. Yes, the 3 ! 3 matrix is diagonalizable because it has three distinct eigenvalues.
Theorem 2 in Section 5.1 and Theorem 5 in Section 5.3 are valid when complex
scalars	are	used. (The	proofs	are	essentially	the	same	as	for	real	scalars.)

2. The	general	solution	has	the	form

x.t/ D c1

2
4

1
"2

1

3
5e!:5t C c2

2
4

1 C 2i
4i
2

3
5 e.:2C:3i/t C c3

2
4

1 " 2i
"4i

2

3
5 e.:2!:3i/t

The scalars c1, c2, c3 here can be any complex numbers. The first term in x.t/ is real.
Two more real solutions can be produced using the real and imaginary parts of the

Eigenvalues and Eigenvectors

2. Let A be a 2 ! 2 matrix with eigenvalues "3 and "1 and

corresponding eigenvectors v1 D
!

"1
1

"
and v2 D

!
1
1

"
. Let

x.t/ be the position of a particle at time t . Solve the initial

value	problem x0 D Ax, x.0/ D
!

2
3

"
.

In Exercises 3–6, solve the initial value problem x0.t/ D Ax.t/
for t # 0, with x.0/ D .3; 2/. Classify the nature of the origin
as an attractor, repeller, or saddle point of the dynamical system
described by x0 D Ax. Find the directions of greatest attraction
and/or repulsion. When the origin is a saddle point, sketch typical
trajectories.
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show the calculation that leads to the uncoupled system y0 D Dy,
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solution. Describe	the	shapes	of	typical	trajectories.

9. A D
!

"3 2
"1 "1

"
10. A D

!
3 1

"2 1

"

11. A D
!

"3 "9
2 3

"
12. A D

!
"7 10
"4 5

"

13. A D
!

4 "3
6 "2

"
14. A D

!
"2 1
"8 2

"

15. [M] A D

2
4

"8 "12 "6
2 1 2
7 12 5

3
5

16. [M] A D

2
4

"6 "11 16
2 5 "4

"4 "5 10

3
5

17. [M] A D

2
4

30 64 23
"11 "23 "9

6 15 4

3
5

18. [M] A D

2
4

53 "30 "2
90 "52 "3
20 "10 2

3
5

19. [M] Find formulas for the voltages v1 and v2 (as functions of
time t ) for the circuit in Example 1, assuming that R1 D 1=5
ohm, R2 D 1=3 ohm, C1 D 4 farads, C2 D 3 farads, and the
initial charge	on each capacitor is 4 volts.

20. [M] Find formulas for the voltages v1 and v2 for the circuit in
Example 1, assuming that R1 D 1=15 ohm, R2 D 1=3 ohm,
C1 D 9 farads, C2 D 2 farads, and the initial charge on each
capacitor	is	3 volts.

21. [M] Find formulas for the current iL and the voltage vC

for the circuit in Example 3, assuming that R1 D 1 ohm,
R2 D :125 ohm, C D :2 farad, L D :125 henry, the initial
current is	0 amp, and the	initial voltage is 15 volts.

22. [M] The circuit in	the figure is described by the equation"
i 0L
v0C

#
D
"

0 1=L

"1=C "1=.RC /

#"
iL

vC

#

where iL is the current through the inductor L and vC is the
voltage drop across the capacitor C . Find formulas for iL
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19. [M] Find formulas for the voltages v1 and v2 (as functions of
time t ) for the circuit in Example 1, assuming that R1 D 1=5
ohm, R2 D 1=3 ohm, C1 D 4 farads, C2 D 3 farads, and the
initial charge	on each capacitor is 4 volts.

20. [M] Find formulas for the voltages v1 and v2 for the circuit in
Example 1, assuming that R1 D 1=15 ohm, R2 D 1=3 ohm,
C1 D 9 farads, C2 D 2 farads, and the initial charge on each
capacitor	is	3 volts.

21. [M] Find formulas for the current iL and the voltage vC

for the circuit in Example 3, assuming that R1 D 1 ohm,
R2 D :125 ohm, C D :2 farad, L D :125 henry, the initial
current is	0 amp, and the	initial voltage is 15 volts.

22. [M] The circuit in	the figure is described by the equation"
i 0L
v0C

#
D
"

0 1=L

"1=C "1=.RC /

#"
iL

vC

#

where iL is the current through the inductor L and vC is the
voltage drop across the capacitor C . Find formulas for iL

and vC when R D :5 ohm, C D 2:5 farads, L D :5 henry,
the initial current is 0 amp, and the initial voltage is 12 volts.
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C

L

+

1. Yes, the 3 ! 3 matrix is diagonalizable because it has three distinct eigenvalues.
Theorem 2 in Section 5.1 and Theorem 5 in Section 5.3 are valid when complex
scalars	are	used. (The	proofs	are	essentially	the	same	as	for	real	scalars.)

2. The	general	solution	has	the	form

x.t/ D c1

2
4

1
"2

1

3
5e!:5t C c2

2
4

1 C 2i
4i
2

3
5 e.:2C:3i/t C c3

2
4

1 " 2i
"4i

2

3
5 e.:2!:3i/t

The scalars c1, c2, c3 here can be any complex numbers. The first term in x.t/ is real.
Two more real solutions can be produced using the real and imaginary parts of the

Orthogonal Sets

8. u1 D
!

3
1

"
, u2 D

!
!2

6

"
, and x D

!
!6

3

"

9. u1 D

2
4

1
0
1

3
5, u2 D

2
4

!1
4
1

3
5, u3 D

2
4

2
1

!2

3
5, and x D

2
4

8
!4
!3

3
5

10. u1 D

2
4

3
!3

0

3
5, u2 D

2
4

2
2

!1

3
5, u3 D

2
4

1
1
4

3
5, and x D

2
4

5
!3

1

3
5

11. Compute	 the	orthogonal 	projection	of
!

1
7

"
onto	 the	 line

through
!

!4
2

"
and	the	origin.

12. Compute the orthogonal projection of
!

1
!1

"
onto the line

through
!

!1
3

"
and the	origin.

13. Let y D
!

2
3

"
and u D

!
4

!7

"
. Write y as the sum of two

orthogonal vectors, one in Span fug and one orthogonal to u.

14. Let y D
!

2
6

"
and u D

!
7
1

"
. Write y as the sum of a vector

in Span fug and	a	vector	orthogonal	to u.

15. Let y D
!

3
1

"
and u D

!
8
6

"
. Compute the distance from y

to	the	line	through u and	the	origin.

16. Let y D
!

!3
9

"
and u D

!
1
2

"
. Compute the distance from y

to	the	line	through u and	the	origin.

In Exercises 17–22, determine which sets of vectors are orthonor-
mal. If a set is only orthogonal, normalize the vectors to produce
an orthonormal	set.

17.

2
4

1=3
1=3
1=3

3
5,
2
4

!1=2
0

1=2

3
5 18.

2
4

0
1
0

3
5,
2
4

0
!1

0

3
5

19.
!

!:6
:8

"
,
!

:8
:6

"
20.

2
4

!2=3
1=3
2=3

3
5,
2
4

1=3
2=3
0

3
5

21.

2
4

1=
p

10

3=
p

20

3=
p

20

3
5,
2
4

3=
p

10

!1=
p

20

!1=
p

20

3
5,
2
4

0

!1=
p

2

1=
p

2

3
5

22.

2
4

1=
p

18

4=
p

18

1=
p

18

3
5,
2
4

1=
p

2
0

!1=
p

2

3
5,
2
4

!2=3
1=3

!2=3

3
5

In Exercises 23 and 24, all vectors are inRn. Mark each statement
True or False. Justify each answer.

23. a. Not every linearly independent set in Rn is an orthogonal
set.

b. If y is a linear combination of nonzero vectors from an
orthogonal set, then the weights in the linear combination
can	be	computed	without	row	operations	on	a	matrix.

c. If the vectors in an orthogonal set of nonzero vectors are
normalized, then some of the new vectors may not be
orthogonal.

d. A matrix with orthonormal columns is an orthogonal
matrix.

e. IfL is a line through 0 and if Oy is the orthogonal projection
of y onto L, then kOyk gives	the distance	from y to L.

24. a. Not every	orthogonal set in Rn is linearly independent.
b. If a set S D fu1; : : : ; upg has the property that ui ! uj D 0

whenever i ¤ j , then S is	an	orthonormal	set.
c. If the columns of anm " nmatrixA are orthonormal, then

the	linear	mapping x 7! Ax preserves lengths.
d. The orthogonal projection of y onto v is the same as the

orthogonal projection	of y onto cv whenever c ¤ 0.
e. An orthogonal	matrix is invertible.

25. Prove Theorem 7. [Hint: For (a), compute kU xk2, or prove
(b)	first.]

26. Suppose W is a subspace of Rn spanned by n nonzero
orthogonal	vectors. Explain	why W D Rn.

27. LetU be a square matrix with orthonormal columns. Explain
why U is invertible. (Mention the	theorems you use.)

28. Let U be	an n " n orthogonal	matrix. Show that	the	rows	of
U form an orthonormal basis of Rn.

29. Let U and V be n " n orthogonal matrices. Explain why
UV is an orthogonal matrix. [That is, explain why UV is
invertible	and	its	inverse	is .UV /T .]

30. Let U be an orthogonal matrix, and construct V by inter-
changing some of the columns of U . Explain why V is an
orthogonal	matrix.

31. Show	that	the	orthogonal	projection	of	a	vector y onto	a	line
L through the origin in R2 does not depend on the choice
of the nonzero u in L used in the formula for Oy. To do
this, suppose y and u are given and Oy has been computed by
formula (2) in this section. Replace u in that formula by cu,
where c is	an	unspecified	nonzero	scalar. Show	that	the	new
formula	gives	the	same Oy.

32. Let fv1; v2g be an orthogonal set of nonzero vectors, and let
c1, c2 be any nonzero scalars. Show that fc1v1; c2v2g is also
an orthogonal set. Since orthogonality of a set is defined in
terms of pairs of vectors, this shows that if the vectors in
an orthogonal set are normalized, the new set will still be
orthogonal.

33. Given u ¤ 0 in Rn, let L D Span fug. Show that the map-
ping x 7! projL x is a linear transformation.

34. Given u ¤ 0 in Rn, let L D Span fug. For y in Rn, the
reflection of y in L is the point reflL y defined	by
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DSE-1E/A                 ANALYTICAL SOLID GEOMETRY             BS: 506 

Unit I Theory: 3 credits and Practicals: 1 credits 
Theory: 3 hours /week and Practicals: 2 hours /week 

Objective: Students learn to describe some of the surfaces by using analytical 
geometry. 

Outcome: Students understand the beautiful interplay between algebra and geometry. 

Unit I 

Sphere: Definition-The Sphere Through Four Given Points-Equations of a Circle- 

Intersection of a Sphere and a Line-Equation of a Tangent Plane-Angle of Intersection 

of Two Spheres-Radical Plane 

Unit II 

Cones and Cylinders: Definition-Condition that the General Equation of second 

degree Represents a Cone-Cone and a Plane through its Vertex –Intersection of a Line 

with a Cone- The Right Circular Cone-The Cylinder- The Right Circular Cylinder 

Unit III 

The Conicoid: The General Equation of the Second Degree-Intersection of Line with 

a Conicoid-Plane of contact-Enveloping Cone and Cylinder 

Text : Shanti Narayan and P K Mittal , Analytical Solid Geometry  (17e) 

References: Khaleel Ahmed , Analytical Solid Geometry 

S L Loney, Solid Geometry 

Smith and Minton, Calculus 
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EXERCISES

equations (ii) just obtained, we have

87

x, y, z, 1

-o,

which is the equation of the sphere through the four given points.
Note. In numerical questions, we may first find the values of w, v, w, d

from the four conditions (ii) and then substitute them in the equation (i).

Exercises

1. Find the equation of the sphere through the four points

(4, -1, 2), (0, -2, 3), (1, -5, -1), (2, 0, 1).

[Ans. x*+y*+z2-4x+6y 22+5=0.
2. Find the equation of the sphere through the four points

(0, 0, 0), (-a, 6, c), (, -6, c), (a, b, -c)
and determine its radius. (D.U. Hons. 1947)

3. Obtain the equation of the sphere circumscribing the tetrahedron
whose faces are

4. Obtain the equation of the sphere which passes through the points

(1, 0,0), (0,1,0), (0,0, 1),

and has its radius as small as possible.

5. Show that the equation of the sphere passing through the three points
(3, 0, 2), ( 1, 1, 1), (2, 5, 4) and having its centre on the plane

6. Obtain the sphere having its centre on the lino 5?/-f 2~= 0^2.r 3?/ and
passing through the two points (0, 2, 4), (2 1, 1).

[Ans. a-2+y2+s2-6a?-4y+ lOc-f 12-0.

7. A sphere whose centre lies in the positive octant passes through the

origin and cuts the planes rr-0, y= 0, 2 = 0, m circles of xadii \/2, \/ 26, \/2c t

respectively ; show that its equation is

8. A plane passes through a fixed point (a, b, c) and cuts the axes in

A t By
C. Show that the locus of the centre of the sphere OABC is

a/a+6/7/+c/z= 2. (D.U. Hons., 1958, 60)

Let the sphere OABC bo
= Q, ...(1)

so that u, v, w are different for different spheres. The points A, B, C where it

cuts the three axes are (-2z/, 0, 0), (0, -2v, 0), (0, 0, 2w). The equation of

the plane ABC is

x _L y 4.
z

i~^M^2v^^^~
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87
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respectively ; show that its equation is

8. A plane passes through a fixed point (a, b, c) and cuts the axes in

A t By
C. Show that the locus of the centre of the sphere OABC is

a/a+6/7/+c/z= 2. (D.U. Hons., 1958, 60)

Let the sphere OABC bo
= Q, ...(1)

so that u, v, w are different for different spheres. The points A, B, C where it

cuts the three axes are (-2z/, 0, 0), (0, -2v, 0), (0, 0, 2w). The equation of

the plane ABC is
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SPHERES THROUGH A GIVEN CIRCLE 91

The plane which cuts the sphere in a circle with centre (/, g> h) is

f(x-f)+g(y-g)+k(*-h)=o.
Jt will pass through (#', y', 2'), if

f(x'-f)+g{y'-g)+M*'-h)=o,
and accordingly the locus of (/, g, h) is the sphere

Exercises

1. Find the centre and the radius of the circle

a; + 2?/H-2c=15, x* + y2 +z*~2y-4z=ll.
[Ans. (1, 3, 4), V7.

2. Find the equation of that section of tho sphere

of which a given internal point (x^ y^, z^} is tho centre. (P.U. 1939 Suppl.)

(The plane through (.r 1 , ?/j, ,

(

:
1 ) drawn perpendicular to the line joining this

point to the centre (0, 0, 0) of tho .sphere determines the required section.)

3. Obtain tho equations of the circle lying on the sphere
2+ 2/

2 +z2 2.T+4*/ 6z-h3-
and having its centre at (2, 3, 4).

[An*. ^2+ ?y2^ ;:2_2.E4-4#-6z+3=-0=a?+5?/ 7z-45.

4. is the origin and A, B, C, are the points

(4, 46, 4c), (46, 4c, 4a), (4c, 4, 46).

Show that the sphere

passs through the nine-point circles of the faces of the tetrahedron OABC.
5. Find the equation of the diameter of tho sphere *r

2
-f-?/

2
-|-2

2 = 29 such
that a rotation about it will transfer the point (4, 3, 2) to the point (5, 0, 5)
along a great circle of tho sphere. Find also the angle through which the sphere
must be so rotated. (L.U.) [Ar>s. %x= y= Jz,

cos~1
( 16/29).

6. Show that tho following points are concyclic :

(t) (5, 0, 2), (2, -6, 0), (7, -3, 8), (4, -9, 6).

(tt) (-8, 5, 2), (-5, 2, 2), (-7, 6, 6), (-4, 3, 6).

6*41. Spheres through a given circle. The equation

obviously represents a general sphere passing through the circle with

equations

=0, [7=0, QonateJ t>y

where Mr. N, Sreekanth
S=*+f+z*+2**+2vy+2m td9 M.Sc.(Maths) O.UU=lx-\-my-\-nz p.
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(

:
1 ) drawn perpendicular to the line joining this

point to the centre (0, 0, 0) of tho .sphere determines the required section.)

3. Obtain tho equations of the circle lying on the sphere
2+ 2/
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9. Find the equation of the sphere which has its centre at the origin and
which touches the line

[Ans. 9

10. Find the equation of a sphere of radius r which touches the three
co-ordinate axes. How many spheres can be so drawn.

[Ans. 2(sHyH22)4-2^2( :fca;ydb)r+r1= 0; eight.

11. Prove that the equation of the sphere which lies in the octant OXYZ
and touches the co-ordinate planes is of the form

Show that, in general, two spheres can be drawn through a given point to
touch the co-ordinate pianos and find for what positions of the point the

spheres are

(a) real, (6) coincident. (P.U. 1944)

[The distances of the centre from the co-ordinate planes are all equal to
the radius so that we may suppose that X is the radius and (X, ^X, X) is the
centre ; X being the parameter.]

12. Show that the spheres

Z24:X4:Qy 182+225=0
touch externally and find the point of the contact.

[Ana. (12/5, 20/5,9/6).
13. Find the centres of the two spheres which touch the plane

at the point (8, 5, 4) and which touch the sphere

[Ana. (4,2,4). (64/21,27/21,4).
14. Obtain the equations of spheres that pass through the points (4, 1,0),

(2, -3, 4),(1, 0, 0) and touch the plane 2x+2y-z=ll. (P.U. 1934)

[Ans. a724-2/24_;j2_6z+22/-4z+5==0 ; 16(a?*-fya+*) 102a?-f50y-49*+86=;0.

15. Find the equation of the sphere inscribed in the tetrahedron whose
faces are

(t) z= 0, 2/
= 0, z=0,

(w) s= 0, y= 0, 2-0, 2a?-

[Ana. (i) 32(x*+y*+z*)-S(x+y+z) + l = 0. (ii) 9(*2+ 2/
2 +z2

)-f 6(*-2/-f z)-f 2=0.

16. Tangent plane at any point of the sphere #2+y2 + z* =r2 moots the
co-ordinate axes at A> B, C. Show that the locus of the point of intersection
of planes drawn parallel to the co-ordinate planes through A, B, C is the surface

6*61. Plane of Contact. To find the locus of the points of contact

of the tangent planes which pass through a given point (a, p, y).

Let (x
f

, y ', z') be any point on the sphere

x*+y*+z*
The tangent plane

at this point will pass through (a, P, 7),

if

or
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104 ANALYTICAL SOLID GEOMETRY

The spheres will be orthogonal if the sguare of the distance between
their centres is equal to the sum of the squares of their radii and this
requires

or

Exercises
1. Find the equation of the sphere that passes through the circle

#2+ 2/ 2_j_ ;S2_2.r-f 3z/-4z-f 6-0, 3^ 4y+ 5z 15 =
and cuts the sphere

a2+2/2+ -2_|_2a+4# 6z+ll =
orthogonally.

[Ans. f>(o:
2 +i/2 + ;2 2)-13.};+19?/

2. Find the equation of the sphere that passes through the two points
(0,3,0), (-2,- 1, -4)

and cuts orthogonally the two spheres

[Ans.
3. Find the equation of the sphere which touches the plane

at the point (1, 2, 1) and cuts orthogonally the sphere
z2 +2/2 +z2 -4.r+6?/+ 4= 0. (L.U.)

IAns. #2+2/2-1-32-1- 7.r -|- ]0y 5z-f 12 = 0.

4. Show that every sphere through the circle

a, 2 +2/2 -2az+r2=0, z = 0,
cuts orthogonally every sphere through the circle

z 2+22=r2
, 2/=0.

5. Two points P, Q are conjugate with respect to a sphere S ; show that
the sphere on PQ as diameter cuts S orthogonally.

6. If two spheres Si and 2 are orthogonal, the polar plane of any point
on Si with respect to S% passes through the other end of the diameter of Si
through P.

Example
Two spheres of radii r and r2 cut orthogonally. Prove that the

radius of the common circle is

Let the common circle be
a

The general equation of the sphere through this circle being
x*+y2+z2+2kz-a2=Q,

let the two given spheres through the circle be
x*+y*+z*+2kiz-a*=0, x*+y*+z*+2k2z -a2=0.

We have
r^kS+at.rf^kf+a*. ...()

Since the spheres cut orthogonally, we have
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EXERCISES 169

The sphere (Hi) cuts JC-axis at points whose #-co-ordinates are

the roots of the equation

The roots of this equation are constant, depending as they do

upon the constants u and c only.

Thus every sphere (MI) meets the Jf-axis at the same two points
and hence the result.

Exercises

1. Show that the sphere

passes through the limiting points of the co-axal system

and cuts every member of the system orthogonally, whatever bo the values of

v, w.

Hence deduce that every sphere that passes through the limiting points of
a co-axal system cuts every sphere of that system orthogonally.

2. Show that the locus of the point spheres of the system

is the common circle of the system

u, vt w being the parameters and d a constant.

3. Show that the sphere which cuts two spheres orthogonally will cut every
member of the co-axal system determined by them orthogonally.

4. Find the limiting points of the co-axal system of spheres
a2_|_ 2/ 2_|_ 22_20x+30(/-40s4-29-fX(2^ 3i/-f4z)= 0.

[An*. (2, -3, 4); (-2, 3, -4).
5. Three spheres of radii ri, r, r3 ,

have their centres A, B, C at the points
(a, 0, 0), (0, 6, 0), (0, 0, c) and n*+fi*+r3*=a*+b*+c*. A fourth sphere passes
through the origin and A, Bt

C. Show that the radical centre of the four spheres
lies on the plane ax+by-\- cz=0. (D.U.)

6. Show that the locus of a point from which equal tangents may bo
drawn to the three spheres

is the straight line

*/2= (y-l)/5=*/3.
7. Show that there are, in general, two spheres of a co-axal system which

touch a given plane.
Find the equations to the two spheres of the co-axal system

*

which touch the plane

[Ans.
8. P is a variable point on a given line and A, B, C are its projections on

the axes. Show that the sphere OABC passes through a fixed circle.

9. Show that the radical planes of the sphere of a co-axal system and of

any given sphere pass through a line.
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ENVELOPING CONE OF A SPHERE 111

equations are called Quadric cones. In what follows, we shall almost be
exclusively concerned with quadnc cones only.

Exercises

1. Find the equation of the cone whose^enerators pass through the point
(a, p, Y) a-nd have their direction cosines satisfying the relation

[Ana. a(:r-
2. Find the equation of the cone whose vertex is the point (1, 1, 0) and

whose guiding curve is

2/=0, *2+ 22_ 4>

[Ans. x2 3i/2-f 22_2:r2/ -f8i/-- 4= 0.

3. Obtain the equation of the cone whose vertex is the point (a, (3, y) and
whose generating lines pass through the conic

0.

-;rv\ 2 /z t 2

[
^'

4. The section of a cone whose vertex is P and guiding curve the ellipse
#2

/
2
-ft/2/&

2 =:l, z=0 by the plane x=0 is a rectangular hyperbola. Show that
the locus of P is

5. Show that the equation of the cone whoso vertex is the origin and
whose base is the circle through the three points

(a, 0, 0), (0, 6,0), (0, 0, c)

is Za(&2+c%s=0. (B.U. 1958}
6. Find the equation of the cone whose vertex is (1, 2, 3) and guiding

curve is the circle

[Ans.
7. The plane lx+my+nz= Q moves in such a way that its intersection

with the planes

are perpendicular. Show that tho normal to the piano at the origin describes,
in general, a cono of the second degree, and find its equation. Examine the
case in which aa'+^'+cc'^O. (M.T. 1956)

7" 13. Enveloping cone of a sphere. To find the equation of the

cone, whose vertex is at the point (a, p, y) and whose generators touch
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2 +w2+w2
)(a

2
4-p

2+r2~a2
). ...(m)
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equations are called Quadric cones. In what follows, we shall almost be
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4. The section of a cone whose vertex is P and guiding curve the ellipse
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/
2
-ft/2/&

2 =:l, z=0 by the plane x=0 is a rectangular hyperbola. Show that
the locus of P is
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Eliminating I, w, n, between, (u) and (u'i), we get

which is the required equation of the cone.

If we write

the equation (iv) can be re- written as

(5P -Sl)*=(S-2
or ^1

i.e., (^ + 2/-+2
2 -a2

)(oc
2 +

Def. Enveloping cone. The cone formed by the tangent lines to a

surface, drawn from a given point is called the enveloping cone of the

surface with given point as its vertex.

Exercises

1. Find the enveloping cono of the sphere

with its vertex at (1, 1, 1).

[Ans.
2. Show that the plane z = Q cuts the enveloping oono of the sphere

2 = 11 which has its vertex at (2, 4, 1) in a rectangular hyperbola.

7'14. Quadric cones with vertex at origin. To prove that the

equation of a cone ivith its vertex at the origin is homogeneous in x, y, z

and conversely.

We take up the general equation
ax

l

*+by* + cz~ + 2fyz + 2gzx + 2hxy+2ux+ 2vy+2wz+d=-Q ...(1)

of the second degree and show that if it represents a cono with its

vertex at the origin, then

u=v=wd 0.

Let P(x' , y', z') be any point on the cone represented by the

equation (1).

Now, rx'
t ry', rz

r

are the general co-ordinates of a point on the line

joining P to the origin 0.

Since OP is a generator of the cone (1), the point
(rx, ry', rz')

should lie on it for every value of r. Hence

r\axt2
+by'* + cz'*+2fy'z' + 2gz'x' + 2hxf

y')+2r(ux' + vy'+wz^
must be an identity.

This gives
ax'2

+by'* tcz'*+2fy'z'+2gz'x' + 2hx'y' = 0, ... (i)

ux'+vy' + wz' = Q, ... (ii)

d=0. ...(Hi)

From (m),
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From (ii), we see that if u, v, w, be not all zero, then the co-

ordinates x'
', y', z'', of any point on \hecone satisfy an equation of the

first degree so that the surface is a plane and we have a contradiction.

Hence
u v w = 0.

Thus we see that the equation of a cone with its vertex at the

origin, is necessarily homogeneous.
Conversely, every homogeneous equation of the second degree

represents a cone with its vertex at the origin.

It is clear from the nature of the equation that if the co-ordinates

x, y'', z', satisfy it, then so do also rx
f

, ry' 9
rz

f

,
for all values of r.

Hence if any point P lies on the surface, then every point on OP
and, therefore, the entire line OP lies on it.

Thus the surface is generated by lines through the origin and
hence, by definition, it is a cone with its vertex at 0.

Note. A homogeneous equation of the second degree will represent a |,air
of planes, if the homogeneous expression can be factori/ed into linear factors.
The condition for this has already been obtained in Chapter II.

Cor. 1. If I, m, n be the direction ratios of any generator of the
cone

ax*+by*+cz
2 +2fyz+2gzx+2hxy=Q, ...(1)

then any point (lry mr, nr) on the generator lies on it and, therefore,

al2 + bm2
+cn*-\-2fmn+2gnl+2hlm^Q. ...(2)

Conversely, it is obvious that if the result (2) be true then the
line with direction ratios I, m, n is a generator of the cone whose
equation is (1).

Cor. 2. The general equation of the cone with its vertex at

(, P, y) is

as can easily be verified by transferring the origin to the point
(, P, 7).

Example
Find the equation of the auadric cone whose vertex is at the origin

and which passes through the curve given by the equations

The required equation is the homogeneous equation of the second

degree satisfied by points satisfying the two given equations. We
rewrite

Ix -{-my \~nz=p

as lx+my+nz==l
P

Thus the required equation is

or
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Exercises

1. Find the equation of the cone with vertex at the origin and direction
cosines of its generators satisfying the relation

[Ana.

2. Find the equations to the cones with vortex at the origin and which
pass through the curves given by the equations

(i) =
(ii)

(m)
[Ans. (i)

(Hi)

3. A sphere and a plane a have, respectively, the equations

cp + z<+c=^0 ; v=l,
where q>=^2

+?y2-f-2:2) w an(j ^ aro homogeneous linear functions of x, y, z and c is

a constant. Find the equation of the cone whoso generators join the origin O
to the points of intersection of S and a.

Show that this cone meets S again in points lying on a plane (3 and find the
equation of [3 in terms of it, v and c.

If the radius of S varies, while its centro, the plane a, and the point O
remain fixed, prove that (3 passes through a fixed line. (M.T.)

[The required cone, (7, is given by
CE=

Now C *J?=

so that we see that the cone C meets S again in points lying on the plane
PEE u + cv -f- c = .

Siiif-o the radius of 8 varies and its centre remains fixed, we see that u is

constant while c varies. Also v is constant. This shows that the plane
l) passes through the line of intersection of tho fixed pianos

7'15. Determination of Cones under given conditions. As the

general equation of a quadric cone with a given vertex contains five

arbitrary constants, it follows that five conditions determine such a
cone provided each condition gives rise to a single relation between
the constants. For instance, a cone can be determined so as to have

any given five concurrent lines as generators provided no three of them
are co-planar.

*

Examples

1. Show that the general equation to a cone which passes through
the three axes is

The general equation of a cone with its vertex at the origin is

a&*+ by*+cz*+2fyz+2gzx+2hxy=Q. ...(i)

Since .Jf-axis is a generator, its direction cosines 1, 0, satisfy (i).

This gives a = 0. Similarly b = c=0.

2. Show that a cone can be found so as to contain any two given seta

of three mutually perpendicular concurrent lines as generators.,
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EQUATION OF A CYLINDER 131

Let (a, p, y) be any point on the cylinder so that the equations
of the generator through it are

x-a y p z y--
j

=-- - = ...(w)m /-
v 7

As in 7*12, the line (Hi) will intersect the conic (i), if

But this is the condition tliat the point (a, p, 7) should lie on
the surface

or

which is, therefore, the required equation of the cylinder.

Cor. If the generators be parallel to Z-axis so that

/ 0--m and n= I,

the equation of the cylinder becomes

as is already known to the reader.

Exercises

1. Find the equation of the cylinder whoso generators are parallel to

= Iy=j3
and whose guiding curve is the ellipse

0:2+27/2=1, 2 = 3.

[Ans. 3(x'2-|-2?/2-f2
2

) + 2(4?/2-za;) + G(a;-4y-33)-f24= 0.

2. Find the equation of the quadric cylinder whose generators intersect
the curve axZ+by^ Zz, lx~\-my-\-nz p and are parallel to Z-axis.

[Eliminate z from the two equations,]

[Ans. nfocH&y*) H-2to+2my-2p=0.
3. Find the equation of the quadric cylinder with generators parallel to

X-axis and passing through the curve
a#2

-f-&7/
2+ cz2 =l, Ix+my+nzp.

[Ans. (6Z
2 -fam2

)2/2^_2wna?/^+ (cZ2-f-an
2
)2

2 2ap/^?/ 2aprcz+(ap2 J2 )
= 0.

4. Show that the equation of the tangent plane at any point (a, p, Y) of
the cylinder

!.nd that it touches the cylinder at all points of the generator through the point..
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Example
Find the equation of a right circular cylinder of radius 2 whose axis

passes through (/, 2, 3) and has direction cosines proportional to

(2, -3, 6). (P. U. 1940)

The axis of the right circular cylinder is

a l-J^-S^-S a~l.^y-2^z 3

~2~ -3
" "

6
r

"2/7" ^3/7 6/7
'

Let (/, <7, h) be any point of the cylinder. The square of the
distance of the point (/, g, h) from the axis is

Equating it to the square of the radius 2y we see that the point
(/ 0> h) satisfies the equation

so that the required equation is

Exercises

1. Find the equation of the right circular cylinder of radius 2 whose axis
is the line

[Ans.
2. The axis of a right circular cylinder of radius 2 is

n!= y _^zl
~2~ ~3~

=
~T~'

show that its equation is

3. Find the equation of the circular cylinder whose guiding circle is

[Hint. Show that the radius of the circle is y'G and the axis of the cylinder
is rr 2/

= 2.]

4. Obtain the equation of the right circular cylinder described on the
circle through the three points (1, 0, 0), (0, 1, 0), (0, 0, 1) as guiding circle.

[Ans. x'2 -}-y
z-\-z^xyyzzx^=.\.

Examples
1. Find the angle between the lines in which the plane

cuts the cone

Let I, m, n be the direction cosines of any one of the two lines so
that we have

ul-{-vm-{-wn=0J (*")

aZa+6m2+ en2= 0. ... (ii)

Eliminating I from (i) and (n), we obtain

(av
2+ bu2

)m2+Zavwmn+ (aw2+cul
)n2~

,

or (av*+bu*) ( +2avw ( +(aw
2 +cu*)=Q. ...(HI)
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or (av*+bu*) ( +2avw ( +(aw
2 +cu*)=Q. ...(HI)

Example
Find the equation of a right circular cylinder of radius 2 whose axis

passes through (/, 2, 3) and has direction cosines proportional to

(2, -3, 6). (P. U. 1940)

The axis of the right circular cylinder is
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Let (/, <7, h) be any point of the cylinder. The square of the
distance of the point (/, g, h) from the axis is

Equating it to the square of the radius 2y we see that the point
(/ 0> h) satisfies the equation

so that the required equation is

Exercises

1. Find the equation of the right circular cylinder of radius 2 whose axis
is the line

[Ans.
2. The axis of a right circular cylinder of radius 2 is

n!= y _^zl
~2~ ~3~

=
~T~'

show that its equation is

3. Find the equation of the circular cylinder whose guiding circle is

[Hint. Show that the radius of the circle is y'G and the axis of the cylinder
is rr 2/

= 2.]

4. Obtain the equation of the right circular cylinder described on the
circle through the three points (1, 0, 0), (0, 1, 0), (0, 0, 1) as guiding circle.
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Note. The equation (A) of this article will frequently be used in what
follows.

Ex. 1. Find the points of intersection of the lino

-J(*+5) = (2/-4)=4(:-H)
with the conicoid

12x2- 17i/2 + 7-2=7.

[Ans. (1,2, 3), (-2,3,4).
2. Prove that the sum of the squares of the reciprocals of any three

mutually perpendicular semi-diameters of a central conu oid is constant.

3. Any throe mutually orthogonal Imes drawn thiough a fixed point C
meet the quudric

in Pj, jP2 > Q\y Q% 9 ^i ^2 respectively ; prove that

JV'2a
, QiQJ , 'W

( '1\*.< 'Aj
2 C (^.r 'Q^ ( '-fti

2 .< 'AV11,1
CPi.dV t (^.C ^2 Cl^.CJtz

aie constants.

8*31. Tangent lines and tangent plane at a point.

Let
s-a y-p 2-7

/

=
'm"

=
n

- (0

be a?i?/ line through the point (a, p_, 7) of the surface

aor+tyHcz2
--!, ...(J)

so that

a>.2 -| /^
2 +cy2=l. ...(m)

One root of the equation ^4) 8*3 is, therefore, zero.

The line (i) will touch the conicoid (ii) at (a, p, 7) if both the
values of r given by the equation (A) 8'3 are zero.

The second value will also be zero, if

a/a+fcwtp-r-c/iy^-O, ...(iv)

which is thus the condition for the line (i) to be a tangent line to the
surface (ii) at (a, (3, 7).

The locus of the tangent lines to the surface, at (a, (3, 7),
obtained by eliminating l y m, n between (i) and (ii), is

aa(o;-a) 4 &fty
-

p; + cy(z-y) = 0,

or

which is a plane.
Hence the tangent lines at (a, (3, 7) lie in the plane

aax (-&P2H cyz~l,
which is, therefore, the tangent plane at (a. p, y) to the conicoid

Note. A tangent line at any point is a lino which inetth the surface in t\\o
coincident points and the tangent plane at a point is the locus of tangent lines
at the point.
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Examples
1. Find the equations to the tangent planes to

which pass through the line,

7s

Any plane

i.e., 73-60 r-7cz = 3fc 9,

through the given line will touch the given surface

732 -302 -z2+2i=0
i.e., -i^+V+2\28=l,

if -17
*

+ (
~ 0)a +f

a

= (3fc-9)
a

.* 7 21

i.e., if 2fc2 + 9fc+'1:=~0.

This gives
*=-4, -1.

Therefore the required pianos are

73-60-43+21 = 0,

73- 60 i3 + /= 0.

2. Obtain the tangent planes to the ellipsoid

x*la* + y*lb*t**lc*~I,
which are parallel to the plane

Ix \ M0-f nz~().

If 2r is the distance between two parallel tangent planes to the

ellipsoid, prove that the line through the origin and perpendicular to the

2)lanes lies on the cone

x2
(a

2 - r2
) + y\b* - r5

) + 2' (c
3 - r2)

= 0.

(D.U. Hons. } 1947, 1959)
The tangent planes parallel to the plane

^3=0,
are

Ilx=^YaV. ...(1)

The distance between these parallel planes which is twice the
distance of either from the origin is

Thus we have

or

S(o
2 r2 )/

2 = 0.

.*. the locus of the line

x/lylmz/n,
which is perpendicular to the plane (1), is
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ANALYTICAL SOLID

3. The tangent planes to an ellipsoid at the points Pl5 P2 , ^3 ^*
a tetrahedron A^A^A^A^ where A l is the vertex which is not on

the tangent plane at Px . Prove that the planes

A,A2P21 -M3P3 , A,A,P,
have a line in common.

The tangent planes at points

P\(xn 2/i> *i) *V#2 2/2, -2). A(-T2> #3, 23) ^4(2-4, 2/4, 24)

to the ellipsoid

are

respectively. The point AI is the intersection of the planes

(n), (MI), (iv)

and ^2 is the intersection of the planes

(i), (Hi), (iv).

Thus the line A^4. 2 is the line of intersection of the planes (Hi)
and (iv). Also P2 is (^, ?/2) z2 )

We may now easily show that the equation of the plane A1A 2PZ

is

Similarly the two planes ^4 1 .1 3P3 and ^1 1^1 4P4 are

-(*?-' X 1?- 1
)-

From these it follows that these three planes all pass through
the line

Hence the result.

Exercises

1. Show that the tangent planes at the extremities of any diameter
of a central comcoid are parallel.

2. Show that the plane 3o;-f 12// 6-: 17 touches the conicoid
3x-2-62/2 4-92 2 4-17 = 0, and find the point of contact.

[Ana. (-1,2,2/3).
3. Find the equations to the tangent planes to the surface
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parallel to the piano

Find their points of contact also.
\Ans. 4s+20i/-21*13= ; (1, =F4, =p3).

4. Find the equations to the two planes which contain the line given by
7.e-fl0.y 30=0, SySz-^Q

and touch the ellipsoid

[Ana. 7j?+6y+32-30=Of 14^+5^4-92-60= 0.
5. P, <9 are any two points on a central conicoid. Show that the plane

through the centre and the line of intersection of the tangent planes at P, Q will
bisec-t PQ. Also show that if the planes through the centre parallel to the
tangent planes at P, Q cut the chord PQ in P', Q', then

PP'=QQ'.
6. Prove that the locus of the foot of the central perpendicular on varying

tangent planes of the ellipsoid

is the surface
(*a+y2+2S)2 !=B02 i; 2+ &2i,2+ c2,2. (B. U. 1915)

7. Find the locus of the perpendiculars from the origin to the tangent
planes to the surface

which cut off from its axes intercepts the sum of whose reciprocals is equal to a
constant l/k.

\Ans. a*JC*+b*t/*+c*z*=k*(*+y+z)*.
8. Show that the lines through (a, (3, y) drawn perpendicular to the

tangent planes to
a,*la* +

which pass through it generate the cone

9. If P is the point on the ellipsoid 2 +2?/2
-f \z 2=\ such that the

perpendicular from the origin on tho tangent piano at P is of unit length, show
that P lies oil 0110 or other of the planes 3^/ ^z.

8-34. Normal.
Def. The normal at any point of a guadric is the line through the

point perpendicular to the tangent plane thereat.
The equation of the tangent plane at (a, p, 7) to the surface

atf+bif+cz^l, ...(,')
is

The equations to the normal at (a, p, 7), therefore, are

aa 6p
-

so that aa, 6(3, c7 are the direction ratios of the normal.
If. p, is the length of the perpendicular from the origin to the

tangent plane (if), we have

or
which shows that aap, b$p, c?p are the

,
actual direction cosines of

the normal at (a, p, 7).
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bisec-t PQ. Also show that if the planes through the centre parallel to the
tangent planes at P, Q cut the chord PQ in P', Q', then

PP'=QQ'.
6. Prove that the locus of the foot of the central perpendicular on varying

tangent planes of the ellipsoid

is the surface
(*a+y2+2S)2 !=B02 i; 2+ &2i,2+ c2,2. (B. U. 1915)

7. Find the locus of the perpendiculars from the origin to the tangent
planes to the surface

which cut off from its axes intercepts the sum of whose reciprocals is equal to a
constant l/k.

\Ans. a*JC*+b*t/*+c*z*=k*(*+y+z)*.
8. Show that the lines through (a, (3, y) drawn perpendicular to the

tangent planes to
a,*la* +

which pass through it generate the cone

9. If P is the point on the ellipsoid 2 +2?/2
-f \z 2=\ such that the

perpendicular from the origin on tho tangent piano at P is of unit length, show
that P lies oil 0110 or other of the planes 3^/ ^z.

8-34. Normal.
Def. The normal at any point of a guadric is the line through the

point perpendicular to the tangent plane thereat.
The equation of the tangent plane at (a, p, 7) to the surface

atf+bif+cz^l, ...(,')
is

The equations to the normal at (a, p, 7), therefore, are

aa 6p
-

so that aa, 6(3, c7 are the direction ratios of the normal.
If. p, is the length of the perpendicular from the origin to the

tangent plane (if), we have

or
which shows that aap, b$p, c?p are the

,
actual direction cosines of

the normal at (a, p, 7).
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Note. Obviously the enveloping cone passes through the points common
to the conicoid and the polar plane aoLX+bfiy-t- cz*f 1 of the vertex (a, p, y)

Thus the enveloping con e may be regarded as a cone whose vertex is the
given point and guiding curve is the section of the conicoid by its polar plane.

Exercises
1. A point P moves so that the section of the enveloping cone of

#2/a2 -f-2/
2/>2 -f-22/c

2=l with P as vertex by the plane z=0 is a circle ; show thatP lies on one of the conies
2/
2 z2 x2 22

2. If the section of the enveloping cone of the ellipsoid

whose vertex is P by the plane z0 is a rectangular hyperbola, show that the
locus of P is

j- 2 z2

T- 1 - (Agra, 1938)

3. Find the locus of points from which three mutually perpendicular
tangent lines can be drawn to the conicoid a:r2 +&7/2 -f-cz2 =l.

[Ans. a(64 c)z2 +6(c+a)2/2 -f c(a-
4. A pair of perpendicular tangent planes to the ellipsoid

;passes through the fixed point (0, 0, k). Show that their line of intersection lies
on the cone

(D. U. ffons. 1949)
[The required locus is the locus of the line of intersection of perpendicular

tangent planes to the enveloping cone of the given ellipsoid with vertex at
(0,0, A-).]

8'62. Enveloping Cylinder. Def. The locus of tangent lines to a
quadric parallel to any given line is called enveloping cylinder.

To find the enveloping cylinder of the conicoid

with its generators parallel to the line
x _ y z

I
"~~ m ~~ n

Let (a, p, 7) be any point on the enveloping cylinder, so that the
equations of the generator through it are

m n
As in 8*61, the line (i) will touch the conicoid, if,

Therefore the locus of (a, (3, 7) is the surface

-which is the required equation of the enveloping cylinder*
Note. Equation of Enveloping cylinder deduced from that of Enveloping

cone* Use of elements at infinity. Since all the lines parallel to the line

x\ly\m=*z\n
pass through the point (I, m, n, 0) which is, in fact, the point at infinity on each
anember of this system of parallel lines, we see that the enveloping cylinder is
sthe enveloping cone with vertex (I, m, nt 0) .
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6. Find the locus of the centres of sections which pass through a given*
point.

7. Show that the centres of sections of ax2+by2+cz*=l by planes which.
are at a constant distance, p, from the origin lie on the surface

8. Find the locus of centres of sections of a#2
-f-&2/

2
-{-cz2=l, which touch-

1.

[Ans. a2a-

8*72. Locus of midpoints of a system of parallel chords. Let
19 m, n be proportional to the direction cosines of a given system of
parallel chords and let (a, p, 7) be the midpoint of any one of them.

As the chord

I m n '

of the quadric is bisected at (a, (3, 7), we have, as in 8*71,

Now I, m, n. being fixed^ the locus of the midpoints (a, P, 7) of
the parallel chords is the plane

alx+bmy+cnz 0,
which clearly passes through the centre of the quadric and is known>
as the diametral plane conjugate to the direction I, m, n.

Conversely any plane Ax+By-\-Cz=Q through the centre is the-
diametral plane conjugate to the direction I, m, n given by

al bm en

Thus every central plane is a diametral plane conjugate to some
direction.

Note. If P be any point on the conicoid, then the plane bisecting chords
parallel to OP is called the diametral plane of OP.

Note. Another method. Use of elements at infinity. We know that the
mid-point of any line AB is the harmonic conjugate of the point at infinity on
the line w.r. to A and B. Thus the locus of the mid-points of a system of parallel
chords is the polar plane of the point at infinity common to the chords of the system.

We know that (I, m, n, 0) is the point at infinity lying on a line whose
direction ratios are /, m, n. Its polar plane w.r. to the conicoid,

expressed in cartesian homogeneous co-ordinates, is

alx 4- bmy+cnz w. = 0,

i.e., alx+bmy-{-cnz=().

Exercises

1. P(l, 3, 2) is a point on the conicoid,

Find the locus of the mid-points of chords drawn parallel to OP.
[Ans. x 62/4- 6e=(X

2. Find the equation of the chord of the quadric 4#2 5y2-+-6z2 7 through
(2, 3, 4) which is bisected by the plane 2# 5y+3z=Q.

[Ans. (a:-2)-J(y-3)-(-4).
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DSE-1E/B    INTEGRAL CALCULUS BS: 506 

Theory: 3 credits and Practicals: 1 credits 
Theory: 3 hours /week and Practicals: 2 hours /week 

Objective: Techniques of multiple integrals will be taught. 

Outcome: Students will come to know about its applications in finding areas and 

volumes of some solids. 

Unit I 

Areas and Volumes: Double Integrals-Double Integrals over a Rectangle-Double 

Integrals over General Regions in the Plane-Changing the order of Integration 

Unit II 

Triple Integrals: The Integrals over a Box- Elementary Regions in Space-Triple 

Integrals in General 

Unit III 

Change of Variables: Coordinate Transformations-Change of Variables in Triple 

Integrals   

Text:  Susan Jane Colley, Vector Calculus(4e) 

References: Smith and Minton , Calculus 

Shanti Narayan and Mittal, Integral calculus 

Ulrich L. Rohde , G. C. Jain , Ajay K. Poddar and A. K. Ghosh, Introduction to 

Integral Calculus 
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DSC-1F NUMERICAL ANALYSIS BS: 603 

Theory: 3 credits and Practicals: 1 credits  
Theory: 3 hours /week and Practicals: 2 hours /week 

Objective: Students will be made to understand some methods of numerical analysis. 

Outcome: Students realize the importance of the subject in solving some problems of 

algebra and calculus. 

Unit – I 

Solutions of Equations in One Variable : The Bisection Method - Fixed-Point 

Iteration - Newton’s Method and Its Extensions - Error Analysis for Iterative Methods 

- Accelerating Convergence - Zeros of Polynomials and Müller’s Method - Survey of 

Methods and Software  

Unit – II 

Interpolation and Polynomial Approximation:  Interpolation and the Lagrange 

Polynomial - Data Approximation and Neville’s Method - Divided Differences - 

Hermite Interpolation - Cubic Spline Interpolation  

Unit – III 

Numerical Differentiation and Integration: Numerical Differentiation - Richardson’s 

Extrapolation - Elements of Numerical Integration- Composite Numerical Integration 

- Romberg Integration - Adaptive Quadrature Methods - Gaussian Quadrature   

Text : Richard L. Burden and J. Douglas Faires, Numerical Analysis (9e) 

References: M K Jain, S R K Iyengar and R k Jain, Numerical Methods for Scientific 
and Engineering computation 

B.Bradie, A Friendly introduction to Numerical Analysis   
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54 C H A P T E R 2 Solutions of Equations in One Variable

The bound for the number of iterations for the Bisection method assumes that the cal-
culations are performed using infinite-digit arithmetic. When implementing the method on
a computer, we need to consider the effects of round-off error. For example, the computation
of the midpoint of the interval [an, bn] should be found from the equation

pn = an + bn − an

2
instead of pn = an + bn

2
.

The first equation adds a small correction, (bn−an)/2, to the known value an. When bn−an

is near the maximum precision of the machine, this correction might be in error, but the
error would not significantly affect the computed value of pn. However, when bn−an is near
the maximum precision of the machine, it is possible for (an + bn)/2 to return a midpoint
that is not even in the interval [an, bn].

As a final remark, to determine which subinterval of [an, bn] contains a root of f , it is
better to make use of the signum function, which is defined as

sgn(x) =

⎧
⎪⎨

⎪⎩

−1, if x < 0,
0, if x = 0,
1, if x > 0.

The Latin word signum means
“token” or “sign”. So the signum
function quite naturally returns
the sign of a number (unless the
number is 0).

The test

sgn (f (an)) sgn (f ( pn)) < 0 instead of f (an)f ( pn) < 0

gives the same result but avoids the possibility of overflow or underflow in the multiplication
of f (an) and f ( pn).

E X E R C I S E S E T 2.1

1. Use the Bisection method to find p3 for f (x) = √x − cos x on [0, 1].
2. Let f (x) = 3(x + 1)(x − 1

2 )(x − 1). Use the Bisection method on the following intervals to find p3.
a. [−2, 1.5] b. [−1.25, 2.5]

3. Use the Bisection method to find solutions accurate to within 10−2 for x3 − 7x2 + 14x − 6 = 0 on
each interval.
a. [0, 1] b. [1, 3.2] c. [3.2, 4]

4. Use the Bisection method to find solutions accurate to within 10−2 for x4 − 2x3 − 4x2 + 4x + 4 = 0
on each interval.
a. [−2,−1] b. [0, 2] c. [2, 3] d. [−1, 0]

5. Use the Bisection method to find solutions accurate to within 10−5 for the following problems.

a. x − 2−x = 0 for 0 ≤ x ≤ 1

b. ex − x2 + 3x − 2 = 0 for 0 ≤ x ≤ 1

c. 2x cos(2x)− (x + 1)2 = 0 for −3 ≤ x ≤ −2 and −1 ≤ x ≤ 0

d. x cos x − 2x2 + 3x − 1 = 0 for 0.2 ≤ x ≤ 0.3 and 1.2 ≤ x ≤ 1.3

6. Use the Bisection method to find solutions, accurate to within 10−5 for the following problems.

a. 3x − ex = 0 for 1 ≤ x ≤ 2

b. 2x + 3 cos x − ex = 0 for 0 ≤ x ≤ 1

c. x2 − 4x + 4− ln x = 0 for 1 ≤ x ≤ 2 and 2 ≤ x ≤ 4

d. x + 1− 2 sin πx = 0 for 0 ≤ x ≤ 0.5 and 0.5 ≤ x ≤ 1
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culations are performed using infinite-digit arithmetic. When implementing the method on
a computer, we need to consider the effects of round-off error. For example, the computation
of the midpoint of the interval [an, bn] should be found from the equation

pn = an + bn − an

2
instead of pn = an + bn

2
.

The first equation adds a small correction, (bn−an)/2, to the known value an. When bn−an

is near the maximum precision of the machine, this correction might be in error, but the
error would not significantly affect the computed value of pn. However, when bn−an is near
the maximum precision of the machine, it is possible for (an + bn)/2 to return a midpoint
that is not even in the interval [an, bn].

As a final remark, to determine which subinterval of [an, bn] contains a root of f , it is
better to make use of the signum function, which is defined as

sgn(x) =

⎧
⎪⎨

⎪⎩

−1, if x < 0,
0, if x = 0,
1, if x > 0.

The Latin word signum means
“token” or “sign”. So the signum
function quite naturally returns
the sign of a number (unless the
number is 0).

The test

sgn (f (an)) sgn (f ( pn)) < 0 instead of f (an)f ( pn) < 0

gives the same result but avoids the possibility of overflow or underflow in the multiplication
of f (an) and f ( pn).

E X E R C I S E S E T 2.1

1. Use the Bisection method to find p3 for f (x) = √x − cos x on [0, 1].
2. Let f (x) = 3(x + 1)(x − 1

2 )(x − 1). Use the Bisection method on the following intervals to find p3.
a. [−2, 1.5] b. [−1.25, 2.5]

3. Use the Bisection method to find solutions accurate to within 10−2 for x3 − 7x2 + 14x − 6 = 0 on
each interval.
a. [0, 1] b. [1, 3.2] c. [3.2, 4]

4. Use the Bisection method to find solutions accurate to within 10−2 for x4 − 2x3 − 4x2 + 4x + 4 = 0
on each interval.
a. [−2,−1] b. [0, 2] c. [2, 3] d. [−1, 0]

5. Use the Bisection method to find solutions accurate to within 10−5 for the following problems.

a. x − 2−x = 0 for 0 ≤ x ≤ 1

b. ex − x2 + 3x − 2 = 0 for 0 ≤ x ≤ 1

c. 2x cos(2x)− (x + 1)2 = 0 for −3 ≤ x ≤ −2 and −1 ≤ x ≤ 0

d. x cos x − 2x2 + 3x − 1 = 0 for 0.2 ≤ x ≤ 0.3 and 1.2 ≤ x ≤ 1.3

6. Use the Bisection method to find solutions, accurate to within 10−5 for the following problems.

a. 3x − ex = 0 for 1 ≤ x ≤ 2

b. 2x + 3 cos x − ex = 0 for 0 ≤ x ≤ 1

c. x2 − 4x + 4− ln x = 0 for 1 ≤ x ≤ 2 and 2 ≤ x ≤ 4

d. x + 1− 2 sin πx = 0 for 0 ≤ x ≤ 0.5 and 0.5 ≤ x ≤ 1
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6. Use the Bisection method to find solutions, accurate to within 10−5 for the following problems.

a. 3x − ex = 0 for 1 ≤ x ≤ 2

b. 2x + 3 cos x − ex = 0 for 0 ≤ x ≤ 1

c. x2 − 4x + 4− ln x = 0 for 1 ≤ x ≤ 2 and 2 ≤ x ≤ 4
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The bound on the magnitude of g′4(x) is much smaller than the bound (found in (c))
on the magnitude of g′3(x), which explains the more rapid convergence using g4.

(e) The sequence defined by

g5(x) = x − x3 + 4x2 − 10
3x2 + 8x

converges much more rapidly than our other choices. In the next sections we will see
where this choice came from and why it is so effective. !

From what we have seen,

• Question: How can we find a fixed-point problem that produces a sequence that reliably
and rapidly converges to a solution to a given root-finding problem?

might have

• Answer: Manipulate the root-finding problem into a fixed point problem that satisfies the
conditions of Fixed-Point Theorem 2.4 and has a derivative that is as small as possible
near the fixed point.

In the next sections we will examine this in more detail.
Maple has the fixed-point algorithm implemented in its NumericalAnalysis package.

The options for the Bisection method are also available for fixed-point iteration. We will
show only one option. After accessing the package using with(Student[NumericalAnalysis]):
we enter the function

g := x − (x3 + 4x2 − 10)

3x2 + 8x

and Maple returns

x − x3 + 4x2 − 10
3x2 + 8x

Enter the command

FixedPointIteration(fixedpointiterator = g, x = 1.5, tolerance = 10−8, output = sequence,
maxiterations = 20)

and Maple returns

1.5, 1.373333333, 1.365262015, 1.365230014, 1.365230013

E X E R C I S E S E T 2.2

1. Use algebraic manipulation to show that each of the following functions has a fixed point at p precisely
when f ( p) = 0, where f (x) = x4 + 2x2 − x − 3.

a. g1(x) =
(
3 + x − 2x2

)1/4 b. g2(x) =
(

x + 3− x4

2

)1/2
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c. g3(x) =
(

x + 3
x2 + 2

)1/2

d. g4(x) = 3x4 + 2x2 + 3
4x3 + 4x − 1

2. a. Perform four iterations, if possible, on each of the functions g defined in Exercise 1. Let p0 = 1
and pn+1 = g( pn), for n = 0, 1, 2, 3.

b. Which function do you think gives the best approximation to the solution?

3. The following four methods are proposed to compute 211/3. Rank them in order, based on their
apparent speed of convergence, assuming p0 = 1.

a. pn = 20pn−1 + 21/p2
n−1

21
b. pn = pn−1 −

p3
n−1 − 21
3p2

n−1

c. pn = pn−1 −
p4

n−1 − 21pn−1

p2
n−1 − 21

d. pn =
(

21
pn−1

)1/2

4. The following four methods are proposed to compute 71/5. Rank them in order, based on their apparent
speed of convergence, assuming p0 = 1.

a. pn = pn−1

(
1 + 7− p5

n−1

p2
n−1

)3

b. pn = pn−1 −
p5

n−1 − 7
p2

n−1

c. pn = pn−1 −
p5

n−1 − 7
5p4

n−1

d. pn = pn−1 −
p5

n−1 − 7
12

5. Use a fixed-point iteration method to determine a solution accurate to within 10−2 for x4−3x2−3 = 0
on [1, 2]. Use p0 = 1.

6. Use a fixed-point iteration method to determine a solution accurate to within 10−2 for x3− x− 1 = 0
on [1, 2]. Use p0 = 1.

7. Use Theorem 2.3 to show that g(x) = π + 0.5 sin(x/2) has a unique fixed point on [0, 2π ]. Use
fixed-point iteration to find an approximation to the fixed point that is accurate to within 10−2. Use
Corollary 2.5 to estimate the number of iterations required to achieve 10−2 accuracy, and compare
this theoretical estimate to the number actually needed.

8. Use Theorem 2.3 to show that g(x) = 2−x has a unique fixed point on [ 1
3 , 1]. Use fixed-point iteration

to find an approximation to the fixed point accurate to within 10−4. Use Corollary 2.5 to estimate the
number of iterations required to achieve 10−4 accuracy, and compare this theoretical estimate to the
number actually needed.

9. Use a fixed-point iteration method to find an approximation to
√

3 that is accurate to within 10−4.
Compare your result and the number of iterations required with the answer obtained in Exercise 12
of Section 2.1.

10. Use a fixed-point iteration method to find an approximation to 3
√

25 that is accurate to within 10−4.
Compare your result and the number of iterations required with the answer obtained in Exercise 13
of Section 2.1.

11. For each of the following equations, determine an interval [a, b] on which fixed-point iteration will
converge. Estimate the number of iterations necessary to obtain approximations accurate to within
10−5, and perform the calculations.

a. x = 2− ex + x2

3
b. x = 5

x2
+ 2

c. x = (ex/3)1/2 d. x = 5−x

e. x = 6−x f. x = 0.5(sin x + cos x)
12. For each of the following equations, use the given interval or determine an interval [a, b] on which

fixed-point iteration will converge. Estimate the number of iterations necessary to obtain approxima-
tions accurate to within 10−5, and perform the calculations.
a. 2 + sin x − x = 0 use [2, 3] b. x3 − 2x − 5 = 0 use [2, 3]
c. 3x2 − ex = 0 d. x − cos x = 0

13. Find all the zeros of f (x) = x2 +10 cos x by using the fixed-point iteration method for an appropriate
iteration function g. Find the zeros accurate to within 10−4.
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12. Use all three methods in this Section to find solutions to within 10−7 for the following problems.

a. x2 − 4x + 4− ln x = 0 for 1 ≤ x ≤ 2 and for 2 ≤ x ≤ 4

b. x + 1− 2 sin πx = 0 for 0 ≤ x ≤ 1/2 and for 1/2 ≤ x ≤ 1

13. Use Newton’s method to approximate, to within 10−4, the value of x that produces the point on the
graph of y = x2 that is closest to (1, 0). [Hint: Minimize [d(x)]2, where d(x) represents the distance
from (x, x2) to (1, 0).]

14. Use Newton’s method to approximate, to within 10−4, the value of x that produces the point on the
graph of y = 1/x that is closest to (2, 1).

15. The following describes Newton’s method graphically: Suppose that f ′(x) exists on [a, b] and that
f ′(x) ̸= 0 on [a, b]. Further, suppose there exists one p ∈ [a, b] such that f ( p) = 0, and let p0 ∈ [a, b]
be arbitrary. Let p1 be the point at which the tangent line to f at ( p0, f ( p0)) crosses the x-axis. For
each n ≥ 1, let pn be the x-intercept of the line tangent to f at ( pn−1, f ( pn−1)). Derive the formula
describing this method.

16. Use Newton’s method to solve the equation

0 = 1
2

+ 1
4

x2 − x sin x − 1
2

cos 2x, with p0 = π

2
.

Iterate using Newton’s method until an accuracy of 10−5 is obtained. Explain why the result seems
unusual for Newton’s method. Also, solve the equation with p0 = 5π and p0 = 10π .

17. The fourth-degree polynomial

f (x) = 230x4 + 18x3 + 9x2 − 221x − 9

has two real zeros, one in [−1, 0] and the other in [0, 1]. Attempt to approximate these zeros to within
10−6 using the

a. Method of False Position

b. Secant method

c. Newton’s method

Use the endpoints of each interval as the initial approximations in (a) and (b) and the midpoints as
the initial approximation in (c).

18. The function f (x) = tan πx − 6 has a zero at (1/π) arctan 6 ≈ 0.447431543. Let p0 = 0 and
p1 = 0.48, and use ten iterations of each of the following methods to approximate this root. Which
method is most successful and why?

a. Bisection method

b. Method of False Position

c. Secant method

19. The iteration equation for the Secant method can be written in the simpler form

pn = f ( pn−1)pn−2 − f ( pn−2)pn−1

f ( pn−1)− f ( pn−2)
.

Explain why, in general, this iteration equation is likely to be less accurate than the one given in
Algorithm 2.4.

20. The equation x2−10 cos x = 0 has two solutions, ±1.3793646. Use Newton’s method to approximate
the solutions to within 10−5 with the following values of p0.
a. p0 = −100 b. p0 = −50 c. p0 = −25
d. p0 = 25 e. p0 = 50 f. p0 = 100

21. The equation 4x2 − ex − e−x = 0 has two positive solutions x1 and x2. Use Newton’s method to
approximate the solution to within 10−5 with the following values of p0.
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2

+ 1
4
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2
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2
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18. The function f (x) = tan πx − 6 has a zero at (1/π) arctan 6 ≈ 0.447431543. Let p0 = 0 and
p1 = 0.48, and use ten iterations of each of the following methods to approximate this root. Which
method is most successful and why?
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19. The iteration equation for the Secant method can be written in the simpler form

pn = f ( pn−1)pn−2 − f ( pn−2)pn−1

f ( pn−1)− f ( pn−2)
.

Explain why, in general, this iteration equation is likely to be less accurate than the one given in
Algorithm 2.4.

20. The equation x2−10 cos x = 0 has two solutions, ±1.3793646. Use Newton’s method to approximate
the solutions to within 10−5 with the following values of p0.
a. p0 = −100 b. p0 = −50 c. p0 = −25
d. p0 = 25 e. p0 = 50 f. p0 = 100

21. The equation 4x2 − ex − e−x = 0 has two positive solutions x1 and x2. Use Newton’s method to
approximate the solution to within 10−5 with the following values of p0.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

100 C H A P T E R 2 Solutions of Equations in One Variable

which convergence will not occur. For example, suppose that for some i we have f ( pi) =
f ( pi+1) = f ( pi+2) ̸= 0. The quadratic equation then reduces to a nonzero constant
function and never intersects the x-axis. This is not usually the case, however, and general-
purpose software packages using Müller’s method request only one initial approximation
per root and will even supply this approximation as an option.

E X E R C I S E S E T 2.6

1. Find the approximations to within 10−4 to all the real zeros of the following polynomials using
Newton’s method.

a. f (x) = x3 − 2x2 − 5

b. f (x) = x3 + 3x2 − 1

c. f (x) = x3 − x − 1

d. f (x) = x4 + 2x2 − x − 3

e. f (x) = x3 + 4.001x2 + 4.002x + 1.101

f. f (x) = x5 − x4 + 2x3 − 3x2 + x − 4

2. Find approximations to within 10−5 to all the zeros of each of the following polynomials by first
finding the real zeros using Newton’s method and then reducing to polynomials of lower degree to
determine any complex zeros.

a. f (x) = x4 + 5x3 − 9x2 − 85x − 136

b. f (x) = x4 − 2x3 − 12x2 + 16x − 40

c. f (x) = x4 + x3 + 3x2 + 2x + 2

d. f (x) = x5 + 11x4 − 21x3 − 10x2 − 21x − 5

e. f (x) = 16x4 + 88x3 + 159x2 + 76x − 240

f. f (x) = x4 − 4x2 − 3x + 5

g. f (x) = x4 − 2x3 − 4x2 + 4x + 4

h. f (x) = x3 − 7x2 + 14x − 6

3. Repeat Exercise 1 using Müller’s method.

4. Repeat Exercise 2 using Müller’s method.

5. Use Newton’s method to find, within 10−3, the zeros and critical points of the following functions.
Use this information to sketch the graph of f .

a. f (x) = x3 − 9x2 + 12 b. f (x) = x4 − 2x3 − 5x2 + 12x − 5

6. f (x) = 10x3 − 8.3x2 + 2.295x− 0.21141 = 0 has a root at x = 0.29. Use Newton’s method with an
initial approximation x0 = 0.28 to attempt to find this root. Explain what happens.

7. Use Maple to find a real zero of the polynomial f (x) = x3 + 4x − 4.

8. Use Maple to find a real zero of the polynomial f (x) = x3 − 2x − 5.

9. Use each of the following methods to find a solution in [0.1, 1] accurate to within 10−4 for

600x4 − 550x3 + 200x2 − 20x − 1 = 0.

a. Bisection method
b. Newton’s method

c. Secant method
d. method of False Position

e. Müller’s method
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The next example illustrates how the error formula can be used to prepare a table of
data that will ensure a specified interpolation error within a specified bound.

Example 4 Suppose a table is to be prepared for the function f (x) = ex, for x in [0, 1]. Assume the
number of decimal places to be given per entry is d ≥ 8 and that the difference between
adjacent x-values, the step size, is h. What step size h will ensure that linear interpolation
gives an absolute error of at most 10−6 for all x in [0, 1]?
Solution Let x0, x1, . . . be the numbers at which f is evaluated, x be in [0,1], and suppose
j satisfies xj ≤ x ≤ xj+1. Eq. (3.3) implies that the error in linear interpolation is

|f (x)− P(x)| =
∣∣∣∣
f (2)(ξ)

2! (x − xj)(x − xj+1)

∣∣∣∣ = |f (2)(ξ)|
2

|(x − xj)||(x − xj+1)|.

The step size is h, so xj = jh, xj+1 = (j + 1)h, and

|f (x)− P(x)| ≤ |f (2)(ξ)|
2! |(x − jh)(x − (j + 1)h)|.

Hence

|f (x)− P(x)| ≤ maxξ∈[0,1] eξ

2
max

xj≤x≤xj+1
|(x − jh)(x − (j + 1)h)|

≤ e
2

max
xj≤x≤xj+1

|(x − jh)(x − (j + 1)h)|.

Consider the function g(x) = (x − jh)(x − (j + 1)h), for jh ≤ x ≤ (j + 1)h. Because

g′(x) = (x − (j + 1)h) + (x − jh) = 2
(

x − jh− h
2

)
,

the only critical point for g is at x = jh + h/2, with g(jh + h/2) = (h/2)2 = h2/4.
Since g(jh) = 0 and g((j + 1)h) = 0, the maximum value of |g′(x)| in [jh, (j + 1)h]

must occur at the critical point which implies that

|f (x)− P(x)| ≤ e
2

max
xj≤x≤xj+1

|g(x)| ≤ e
2

· h2

4
= eh2

8
.

Consequently, to ensure that the the error in linear interpolation is bounded by 10−6, it is
sufficient for h to be chosen so that

eh2

8
≤ 10−6. This implies that h < 1.72× 10−3.

Because n = (1 − 0)/h must be an integer, a reasonable choice for the step size is
h = 0.001.

E X E R C I S E S E T 3.1

1. For the given functions f (x), let x0 = 0, x1 = 0.6, and x2 = 0.9. Construct interpolation polynomials
of degree at most one and at most two to approximate f (0.45), and find the absolute error.

a. f (x) = cos x
b. f (x) =

√
1 + x

c. f (x) = ln(x + 1)

d. f (x) = tan x
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2. For the given functions f (x), let x0 = 1, x1 = 1.25, and x2 = 1.6. Construct interpolation polynomials
of degree at most one and at most two to approximate f (1.4), and find the absolute error.
a. f (x) = sin πx
b. f (x) = 3

√
x − 1

c. f (x) = log10(3x − 1)

d. f (x) = e2x − x

3. Use Theorem 3.3 to find an error bound for the approximations in Exercise 1.

4. Use Theorem 3.3 to find an error bound for the approximations in Exercise 2.

5. Use appropriate Lagrange interpolating polynomials of degrees one, two, and three to approximate
each of the following:

a. f (8.4) if f (8.1) = 16.94410, f (8.3) = 17.56492, f (8.6) = 18.50515, f (8.7) = 18.82091

b. f
(
− 1

3

)
if f (−0.75) = −0.07181250, f (−0.5) = −0.02475000, f (−0.25) = 0.33493750,

f (0) = 1.10100000

c. f (0.25) if f (0.1) = 0.62049958, f (0.2) = −0.28398668, f (0.3) = 0.00660095, f (0.4) =
0.24842440

d. f (0.9) if f (0.6) = −0.17694460, f (0.7) = 0.01375227, f (0.8) = 0.22363362, f (1.0) =
0.65809197

6. Use appropriate Lagrange interpolating polynomials of degrees one, two, and three to approximate
each of the following:

a. f (0.43) if f (0) = 1, f (0.25) = 1.64872, f (0.5) = 2.71828, f (0.75) = 4.48169

b. f (0) if f (−0.5) = 1.93750, f (−0.25) = 1.33203, f (0.25) = 0.800781, f (0.5) = 0.687500

c. f (0.18) if f (0.1) = −0.29004986, f (0.2) = −0.56079734, f (0.3) = −0.81401972, f (0.4) =
−1.0526302

d. f (0.25) if f (−1) = 0.86199480, f (−0.5) = 0.95802009, f (0) = 1.0986123, f (0.5) =
1.2943767

7. The data for Exercise 5 were generated using the following functions. Use the error formula to find a
bound for the error, and compare the bound to the actual error for the cases n = 1 and n = 2.

a. f (x) = x ln x

b. f (x) = x3 + 4.001x2 + 4.002x + 1.101

c. f (x) = x cos x − 2x2 + 3x − 1

d. f (x) = sin(ex − 2)

8. The data for Exercise 6 were generated using the following functions. Use the error formula to find a
bound for the error, and compare the bound to the actual error for the cases n = 1 and n = 2.

a. f (x) = e2x

b. f (x) = x4 − x3 + x2 − x + 1

c. f (x) = x2 cos x − 3x

d. f (x) = ln(ex + 2)

9. Let P3(x) be the interpolating polynomial for the data (0, 0), (0.5, y), (1, 3), and (2, 2). The coefficient
of x3 in P3(x) is 6. Find y.

10. Let f (x) =
√

x − x2 and P2(x) be the interpolation polynomial on x0 = 0, x1 and x2 = 1. Find the
largest value of x1 in (0, 1) for which f (0.5)− P2(0.5) = −0.25.

11. Use the following values and four-digit rounding arithmetic to construct a third Lagrange polyno-
mial approximation to f (1.09). The function being approximated is f (x) = log10(tan x). Use this
knowledge to find a bound for the error in the approximation.

f (1.00) = 0.1924 f (1.05) = 0.2414 f (1.10) = 0.2933 f (1.15) = 0.3492

12. Use the Lagrange interpolating polynomial of degree three or less and four-digit chopping arithmetic
to approximate cos 0.750 using the following values. Find an error bound for the approximation.

cos 0.698 = 0.7661 cos 0.733 = 0.7432 cos 0.768 = 0.7193 cos 0.803 = 0.6946

The actual value of cos 0.750 is 0.7317 (to four decimal places). Explain the discrepancy between the
actual error and the error bound.
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7. The data for Exercise 5 were generated using the following functions. Use the error formula to find a
bound for the error, and compare the bound to the actual error for the cases n = 1 and n = 2.

a. f (x) = x ln x
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c. f (x) = x2 cos x − 3x

d. f (x) = ln(ex + 2)
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of x3 in P3(x) is 6. Find y.

10. Let f (x) =
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x − x2 and P2(x) be the interpolation polynomial on x0 = 0, x1 and x2 = 1. Find the
largest value of x1 in (0, 1) for which f (0.5)− P2(0.5) = −0.25.
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knowledge to find a bound for the error in the approximation.
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5. Neville’s method is used to approximate f (0.4), giving the following table.

x0 = 0 P0 = 1
x1 = 0.25 P1 = 2 P01 = 2.6
x2 = 0.5 P2 P1,2 P0,1,2

x3 = 0.75 P3 = 8 P2,3 = 2.4 P1,2,3 = 2.96 P0,1,2,3 = 3.016

Determine P2 = f (0.5).
6. Neville’s method is used to approximate f (0.5), giving the following table.

x0 = 0 P0 = 0
x1 = 0.4 P1 = 2.8 P0,1 = 3.5
x2 = 0.7 P2 P1,2 P0,1,2 = 27

7

Determine P2 = f (0.7).
7. Suppose xj = j, for j = 0, 1, 2, 3 and it is known that

P0,1(x) = 2x + 1, P0,2(x) = x + 1, and P1,2,3(2.5) = 3.

Find P0,1,2,3(2.5).
8. Suppose xj = j, for j = 0, 1, 2, 3 and it is known that

P0,1(x) = x + 1, P1,2(x) = 3x − 1, and P1,2,3(1.5) = 4.

Find P0,1,2,3(1.5).
9. Neville’s Algorithm is used to approximate f (0) using f (−2), f (−1), f (1), and f (2). Suppose

f (−1) was understated by 2 and f (1) was overstated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

10. Neville’s Algorithm is used to approximate f (0) using f (−2), f (−1), f (1), and f (2). Suppose
f (−1) was overstated by 2 and f (1) was understated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

11. Construct a sequence of interpolating values yn to f (1 +
√

10), where f (x) = (1 + x2)−1 for
−5 ≤ x ≤ 5, as follows: For each n = 1, 2, . . . , 10, let h = 10/n and yn = Pn(1 +

√
10), where Pn(x)

is the interpolating polynomial for f (x) at the nodes x(n)
0 , x(n)

1 , . . . , x(n)
n and x(n)

j = −5 + jh, for each
j = 0, 1, 2, . . . , n. Does the sequence {yn} appear to converge to f (1 +

√
10)?

Inverse Interpolation Suppose f ∈ C1[a, b], f ′(x) ̸= 0 on [a, b] and f has one zero p in [a, b].
Let x0, . . . , xn, be n + 1 distinct numbers in [a, b] with f (xk) = yk , for each k = 0, 1, . . . , n. To
approximate p construct the interpolating polynomial of degree n on the nodes y0, . . . , yn for f −1.
Since yk = f (xk) and 0 = f (p), it follows that f −1(yk) = xk and p = f −1(0). Using iterated
interpolation to approximate f −1(0) is called iterated inverse interpolation.

12. Use iterated inverse interpolation to find an approximation to the solution of x − e−x = 0, using the
data

x 0.3 0.4 0.5 0.6

e−x 0.740818 0.670320 0.606531 0.548812

13. Construct an algorithm that can be used for inverse interpolation.

3.3 Divided Differences

Iterated interpolation was used in the previous section to generate successively higher-degree
polynomial approximations at a specific point. Divided-difference methods introduced in
this section are used to successively generate the polynomials themselves.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

124 C H A P T E R 3 Interpolation and Polynomial Approximation

5. Neville’s method is used to approximate f (0.4), giving the following table.

x0 = 0 P0 = 1
x1 = 0.25 P1 = 2 P01 = 2.6
x2 = 0.5 P2 P1,2 P0,1,2

x3 = 0.75 P3 = 8 P2,3 = 2.4 P1,2,3 = 2.96 P0,1,2,3 = 3.016

Determine P2 = f (0.5).
6. Neville’s method is used to approximate f (0.5), giving the following table.

x0 = 0 P0 = 0
x1 = 0.4 P1 = 2.8 P0,1 = 3.5
x2 = 0.7 P2 P1,2 P0,1,2 = 27

7

Determine P2 = f (0.7).
7. Suppose xj = j, for j = 0, 1, 2, 3 and it is known that

P0,1(x) = 2x + 1, P0,2(x) = x + 1, and P1,2,3(2.5) = 3.

Find P0,1,2,3(2.5).
8. Suppose xj = j, for j = 0, 1, 2, 3 and it is known that

P0,1(x) = x + 1, P1,2(x) = 3x − 1, and P1,2,3(1.5) = 4.

Find P0,1,2,3(1.5).
9. Neville’s Algorithm is used to approximate f (0) using f (−2), f (−1), f (1), and f (2). Suppose

f (−1) was understated by 2 and f (1) was overstated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

10. Neville’s Algorithm is used to approximate f (0) using f (−2), f (−1), f (1), and f (2). Suppose
f (−1) was overstated by 2 and f (1) was understated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

11. Construct a sequence of interpolating values yn to f (1 +
√

10), where f (x) = (1 + x2)−1 for
−5 ≤ x ≤ 5, as follows: For each n = 1, 2, . . . , 10, let h = 10/n and yn = Pn(1 +

√
10), where Pn(x)

is the interpolating polynomial for f (x) at the nodes x(n)
0 , x(n)

1 , . . . , x(n)
n and x(n)

j = −5 + jh, for each
j = 0, 1, 2, . . . , n. Does the sequence {yn} appear to converge to f (1 +

√
10)?

Inverse Interpolation Suppose f ∈ C1[a, b], f ′(x) ̸= 0 on [a, b] and f has one zero p in [a, b].
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f (−1) was understated by 2 and f (1) was overstated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

10. Neville’s Algorithm is used to approximate f (0) using f (−2), f (−1), f (1), and f (2). Suppose
f (−1) was overstated by 2 and f (1) was understated by 3. Determine the error in the original
calculation of the value of the interpolating polynomial to approximate f (0).

11. Construct a sequence of interpolating values yn to f (1 +
√

10), where f (x) = (1 + x2)−1 for
−5 ≤ x ≤ 5, as follows: For each n = 1, 2, . . . , 10, let h = 10/n and yn = Pn(1 +

√
10), where Pn(x)

is the interpolating polynomial for f (x) at the nodes x(n)
0 , x(n)

1 , . . . , x(n)
n and x(n)

j = −5 + jh, for each
j = 0, 1, 2, . . . , n. Does the sequence {yn} appear to converge to f (1 +

√
10)?

Inverse Interpolation Suppose f ∈ C1[a, b], f ′(x) ̸= 0 on [a, b] and f has one zero p in [a, b].
Let x0, . . . , xn, be n + 1 distinct numbers in [a, b] with f (xk) = yk , for each k = 0, 1, . . . , n. To
approximate p construct the interpolating polynomial of degree n on the nodes y0, . . . , yn for f −1.
Since yk = f (xk) and 0 = f (p), it follows that f −1(yk) = xk and p = f −1(0). Using iterated
interpolation to approximate f −1(0) is called iterated inverse interpolation.

12. Use iterated inverse interpolation to find an approximation to the solution of x − e−x = 0, using the
data

x 0.3 0.4 0.5 0.6

e−x 0.740818 0.670320 0.606531 0.548812

13. Construct an algorithm that can be used for inverse interpolation.

3.3 Divided Differences

Iterated interpolation was used in the previous section to generate successively higher-degree
polynomial approximations at a specific point. Divided-difference methods introduced in
this section are used to successively generate the polynomials themselves.
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The formula, with h = 0.3, x0 = 1.6, and s = − 1
3 , becomes

f (1.5) ≈ P4

(
1.6 +

(
−1

3

)
(0.3)

)

= 0.4554022 +
(
−1

3

)(
0.3
2

)
((−0.5489460) + (−0.5786120))

+
(
−1

3

)2

(0.3)2(−0.0494433)

+ 1
2

(
−1

3

)((
−1

3

)2

− 1

)

(0.3)3(0.0658784 + 0.0680685)

+
(
−1

3

)2
((
−1

3

)2

− 1

)

(0.3)4(0.0018251) = 0.5118200.

Most texts on numerical analysis written before the wide-spread use of computers have
extensive treatments of divided-difference methods. If a more comprehensive treatment of
this subject is needed, the book by Hildebrand [Hild] is a particularly good reference.

E X E R C I S E S E T 3.3

1. Use Eq. (3.10) or Algorithm 3.2 to construct interpolating polynomials of degree one, two, and three
for the following data. Approximate the specified value using each of the polynomials.
a. f (8.4) if f (8.1) = 16.94410, f (8.3) = 17.56492, f (8.6) = 18.50515, f (8.7) = 18.82091
b. f (0.9) if f (0.6) = −0.17694460, f (0.7) = 0.01375227, f (0.8) = 0.22363362, f (1.0) =

0.65809197
2. Use Eq. (3.10) or Algorithm 3.2 to construct interpolating polynomials of degree one, two, and three

for the following data. Approximate the specified value using each of the polynomials.
a. f (0.43) if f (0) = 1, f (0.25) = 1.64872, f (0.5) = 2.71828, f (0.75) = 4.48169
b. f (0) if f (−0.5) = 1.93750, f (−0.25) = 1.33203, f (0.25) = 0.800781, f (0.5) = 0.687500

3. Use Newton the forward-difference formula to construct interpolating polynomials of degree one,
two, and three for the following data. Approximate the specified value using each of the polynomials.
a. f

(
− 1

3

)
if f (−0.75) = −0.07181250, f (−0.5) = −0.02475000, f (−0.25) = 0.33493750,

f (0) = 1.10100000
b. f (0.25) if f (0.1) = −0.62049958, f (0.2) = −0.28398668, f (0.3) = 0.00660095, f (0.4) =

0.24842440
4. Use the Newton forward-difference formula to construct interpolating polynomials of degree one,

two, and three for the following data. Approximate the specified value using each of the polynomials.
a. f (0.43) if f (0) = 1, f (0.25) = 1.64872, f (0.5) = 2.71828, f (0.75) = 4.48169
b. f (0.18) if f (0.1) = −0.29004986, f (0.2) = −0.56079734, f (0.3) = −0.81401972, f (0.4) =
−1.0526302

5. Use the Newton backward-difference formula to construct interpolating polynomials of degree one,
two, and three for the following data. Approximate the specified value using each of the polynomials.
a. f (−1/3) if f (−0.75) = −0.07181250, f (−0.5) = −0.02475000, f (−0.25) = 0.33493750,

f (0) = 1.10100000
b. f (0.25) if f (0.1) = −0.62049958, f (0.2) = −0.28398668, f (0.3) = 0.00660095, f (0.4) =

0.24842440

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

134 C H A P T E R 3 Interpolation and Polynomial Approximation

6. Use the Newton backward-difference formula to construct interpolating polynomials of degree one,
two, and three for the following data. Approximate the specified value using each of the polynomials.

a. f (0.43) if f (0) = 1, f (0.25) = 1.64872, f (0.5) = 2.71828, f (0.75) = 4.48169

b. f (0.25) if f (−1) = 0.86199480, f (−0.5) = 0.95802009, f (0) = 1.0986123, f (0.5) =
1.2943767

7. a. Use Algorithm 3.2 to construct the interpolating polynomial of degree three for the unequally
spaced points given in the following table:

x f (x)

−0.1 5.30000
0.0 2.00000
0.2 3.19000
0.3 1.00000

b. Add f (0.35) = 0.97260 to the table, and construct the interpolating polynomial of degree four.

8. a. Use Algorithm 3.2 to construct the interpolating polynomial of degree four for the unequally
spaced points given in the following table:

x f (x)

0.0 −6.00000
0.1 −5.89483
0.3 −5.65014
0.6 −5.17788
1.0 −4.28172

b. Add f (1.1) = −3.99583 to the table, and construct the interpolating polynomial of degree five.

9. a. Approximate f (0.05) using the following data and the Newton forward-difference formula:

x 0.0 0.2 0.4 0.6 0.8

f (x) 1.00000 1.22140 1.49182 1.82212 2.22554

b. Use the Newton backward-difference formula to approximate f (0.65).

c. Use Stirling’s formula to approximate f (0.43).

10. Show that the polynomial interpolating the following data has degree 3.

x −2 −1 0 1 2 3

f (x) 1 4 11 16 13 −4

11. a. Show that the cubic polynomials

P(x) = 3− 2(x + 1) + 0(x + 1)(x) + (x + 1)(x)(x − 1)

and

Q(x) = −1 + 4(x + 2)− 3(x + 2)(x + 1) + (x + 2)(x + 1)(x)

both interpolate the data

x −2 −1 0 1 2

f (x) −1 3 1 −1 3

b. Why does part (a) not violate the uniqueness property of interpolating polynomials?

12. A fourth-degree polynomial P(x) satisfies !4P(0) = 24, !3P(0) = 6, and !2P(0) = 0, where
!P(x) = P(x + 1)− P(x). Compute !2P(10).
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to nearly satisfy f ′′(x0) = f ′′(xn) = 0. An alternative to the natural boundary condition
that does not require knowledge of the derivative of f is the not-a-knot condition, (see
[Deb2], pp. 55–56). This condition requires that S′′′(x) be continuous at x1 and at xn−1.

E X E R C I S E S E T 3.5

1. Determine the natural cubic spline S that interpolates the data f (0) = 0, f (1) = 1, and f (2) = 2.
2. Determine the clamped cubic spline s that interpolates the data f (0) = 0, f (1) = 1, f (2) = 2 and

satisfies s′(0) = s′(2) = 1.
3. Construct the natural cubic spline for the following data.

a. x f (x)

8.3 17.56492
8.6 18.50515

b. x f (x)

0.8 0.22363362
1.0 0.65809197

c. x f (x)

−0.5 −0.0247500
−0.25 0.3349375

0 1.1010000

d. x f (x)

0.1 −0.62049958
0.2 −0.28398668
0.3 0.00660095
0.4 0.24842440

4. Construct the natural cubic spline for the following data.
a. x f (x)

0 1.00000
0.5 2.71828

b. x f (x)

−0.25 1.33203
0.25 0.800781

c. x f (x)

0.1 −0.29004996
0.2 −0.56079734
0.3 −0.81401972

d. x f (x)

−1 0.86199480
−0.5 0.95802009

0 1.0986123
0.5 1.2943767

5. The data in Exercise 3 were generated using the following functions. Use the cubic splines constructed
in Exercise 3 for the given value of x to approximate f (x) and f ′(x), and calculate the actual error.
a. f (x) = x ln x; approximate f (8.4) and f ′(8.4).
b. f (x) = sin(ex − 2); approximate f (0.9) and f ′(0.9).
c. f (x) = x3 + 4.001x2 + 4.002x + 1.101; approximate f (− 1

3 ) and f ′(− 1
3 ).

d. f (x) = x cos x − 2x2 + 3x − 1; approximate f (0.25) and f ′(0.25).
6. The data in Exercise 4 were generated using the following functions. Use the cubic splines constructed

in Exercise 4 for the given value of x to approximate f (x) and f ′(x), and calculate the actual error.
a. f (x) = e2x; approximate f (0.43) and f ′(0.43).
b. f (x) = x4 − x3 + x2 − x + 1; approximate f (0) and f ′(0).
c. f (x) = x2 cos x − 3x; approximate f (0.18) and f ′(0.18).
d. f (x) = ln(ex + 2); approximate f (0.25) and f ′(0.25).

7. Construct the clamped cubic spline using the data of Exercise 3 and the fact that
a. f ′(8.3) = 3.116256 and f ′(8.6) = 3.151762
b. f ′(0.8) = 2.1691753 and f ′(1.0) = 2.0466965
c. f ′(−0.5) = 0.7510000 and f ′(0) = 4.0020000
d. f ′(0.1) = 3.58502082 and f ′(0.4) = 2.16529366

8. Construct the clamped cubic spline using the data of Exercise 4 and the fact that
a. f ′(0) = 2 and f ′(0.5) = 5.43656
b. f ′(−0.25) = 0.437500 and f ′(0.25) = −0.625000
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to nearly satisfy f ′′(x0) = f ′′(xn) = 0. An alternative to the natural boundary condition
that does not require knowledge of the derivative of f is the not-a-knot condition, (see
[Deb2], pp. 55–56). This condition requires that S′′′(x) be continuous at x1 and at xn−1.

E X E R C I S E S E T 3.5

1. Determine the natural cubic spline S that interpolates the data f (0) = 0, f (1) = 1, and f (2) = 2.
2. Determine the clamped cubic spline s that interpolates the data f (0) = 0, f (1) = 1, f (2) = 2 and

satisfies s′(0) = s′(2) = 1.
3. Construct the natural cubic spline for the following data.

a. x f (x)

8.3 17.56492
8.6 18.50515

b. x f (x)

0.8 0.22363362
1.0 0.65809197

c. x f (x)

−0.5 −0.0247500
−0.25 0.3349375

0 1.1010000

d. x f (x)

0.1 −0.62049958
0.2 −0.28398668
0.3 0.00660095
0.4 0.24842440

4. Construct the natural cubic spline for the following data.
a. x f (x)

0 1.00000
0.5 2.71828

b. x f (x)

−0.25 1.33203
0.25 0.800781

c. x f (x)

0.1 −0.29004996
0.2 −0.56079734
0.3 −0.81401972

d. x f (x)

−1 0.86199480
−0.5 0.95802009

0 1.0986123
0.5 1.2943767

5. The data in Exercise 3 were generated using the following functions. Use the cubic splines constructed
in Exercise 3 for the given value of x to approximate f (x) and f ′(x), and calculate the actual error.
a. f (x) = x ln x; approximate f (8.4) and f ′(8.4).
b. f (x) = sin(ex − 2); approximate f (0.9) and f ′(0.9).
c. f (x) = x3 + 4.001x2 + 4.002x + 1.101; approximate f (− 1

3 ) and f ′(− 1
3 ).

d. f (x) = x cos x − 2x2 + 3x − 1; approximate f (0.25) and f ′(0.25).
6. The data in Exercise 4 were generated using the following functions. Use the cubic splines constructed

in Exercise 4 for the given value of x to approximate f (x) and f ′(x), and calculate the actual error.
a. f (x) = e2x; approximate f (0.43) and f ′(0.43).
b. f (x) = x4 − x3 + x2 − x + 1; approximate f (0) and f ′(0).
c. f (x) = x2 cos x − 3x; approximate f (0.18) and f ′(0.18).
d. f (x) = ln(ex + 2); approximate f (0.25) and f ′(0.25).

7. Construct the clamped cubic spline using the data of Exercise 3 and the fact that
a. f ′(8.3) = 3.116256 and f ′(8.6) = 3.151762
b. f ′(0.8) = 2.1691753 and f ′(1.0) = 2.0466965
c. f ′(−0.5) = 0.7510000 and f ′(0) = 4.0020000
d. f ′(0.1) = 3.58502082 and f ′(0.4) = 2.16529366

8. Construct the clamped cubic spline using the data of Exercise 4 and the fact that
a. f ′(0) = 2 and f ′(0.5) = 5.43656
b. f ′(−0.25) = 0.437500 and f ′(0.25) = −0.625000
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182 C H A P T E R 4 Numerical Differentiation and Integration

In practice, we cannot compute an optimal h to use in approximating the derivative, since
we have no knowledge of the third derivative of the function. But we must remain aware
that reducing the step size will not always improve the approximation. !

We have considered only the round-off error problems that are presented by the three-
point formula Eq. (4.5), but similar difficulties occur with all the differentiation formulas.
The reason can be traced to the need to divide by a power of h. As we found in Section 1.2
(see, in particular, Example 3), division by small numbers tends to exaggerate round-off
error, and this operation should be avoided if possible. In the case of numerical differenti-
ation, we cannot avoid the problem entirely, although the higher-order methods reduce the
difficulty.

Keep in mind that difference
method approximations might be
unstable.

As approximation methods, numerical differentiation is unstable, since the small values
of h needed to reduce truncation error also cause the round-off error to grow. This is the first
class of unstable methods we have encountered, and these techniques would be avoided if it
were possible. However, in addition to being used for computational purposes, the formulas
are needed for approximating the solutions of ordinary and partial-differential equations.

E X E R C I S E S E T 4.1

1. Use the forward-difference formulas and backward-difference formulas to determine each missing
entry in the following tables.

a. x f (x) f ′(x)

0.5 0.4794
0.6 0.5646
0.7 0.6442

b. x f (x) f ′(x)

0.0 0.00000
0.2 0.74140
0.4 1.3718

2. Use the forward-difference formulas and backward-difference formulas to determine each missing
entry in the following tables.

a. x f (x) f ′(x)

−0.3 1.9507
−0.2 2.0421
−0.1 2.0601

b. x f (x) f ′(x)

1.0 1.0000
1.2 1.2625
1.4 1.6595

3. The data in Exercise 1 were taken from the following functions. Compute the actual errors in Exer-
cise 1, and find error bounds using the error formulas.

a. f (x) = sin x b. f (x) = ex − 2x2 + 3x − 1

4. The data in Exercise 2 were taken from the following functions. Compute the actual errors in Exer-
cise 2, and find error bounds using the error formulas.

a. f (x) = 2 cos 2x − x b. f (x) = x2 ln x + 1

5. Use the most accurate three-point formula to determine each missing entry in the following tables.

a. x f (x) f ′(x)

1.1 9.025013
1.2 11.02318
1.3 13.46374
1.4 16.44465

b. x f (x) f ′(x)

8.1 16.94410
8.3 17.56492
8.5 18.19056
8.7 18.82091

c. x f (x) f ′(x)

2.9 −4.827866
3.0 −4.240058
3.1 −3.496909
3.2 −2.596792

d. x f (x) f ′(x)

2.0 3.6887983
2.1 3.6905701
2.2 3.6688192
2.3 3.6245909
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where R is the resistance in the circuit and i is the current. Suppose we measure the current for several
values of t and obtain:

t 1.00 1.01 1.02 1.03 1.0

i 3.10 3.12 3.14 3.18 3.24

where t is measured in seconds, i is in amperes, the inductance L is a constant 0.98 henries, and the
resistance is 0.142 ohms. Approximate the voltage E(t) when t = 1.00, 1.01, 1.02, 1.03, and 1.04.

27. All calculus students know that the derivative of a function f at x can be defined as

f ′(x) = lim
h→0

f (x + h)− f (x)
h

.

Choose your favorite function f , nonzero number x, and computer or calculator. Generate approxi-
mations f ′n(x) to f ′(x) by

f ′n(x) = f (x + 10−n)− f (x)
10−n

,

for n = 1, 2, . . . , 20, and describe what happens.
28. Derive a method for approximating f ′′′(x0) whose error term is of order h2 by expanding the function

f in a fourth Taylor polynomial about x0 and evaluating at x0 ± h and x0 ± 2h.
29. Consider the function

e(h) = ε

h
+ h2

6
M,

where M is a bound for the third derivative of a function. Show that e(h) has a minimum at 3
√

3ε/M.

4.2 Richardson’s Extrapolation

Richardson’s extrapolation is used to generate high-accuracy results while using low-
order formulas. Although the name attached to the method refers to a paper written by
L. F. Richardson and J. A. Gaunt [RG] in 1927, the idea behind the technique is much older.
An interesting article regarding the history and application of extrapolation can be found
in [Joy].

Lewis Fry Richardson
(1881–1953) was the first person
to systematically apply
mathematics to weather
prediction while working in
England for the Meteorological
Office. As a conscientious
objector during World War I, he
wrote extensively about the
economic futility of warfare,
using systems of differential
equations to model rational
interactions between countries.
The extrapolation technique that
bears his name was the
rediscovery of a technique with
roots that are at least as old as
Christiaan Hugyens
(1629–1695), and possibly
Archimedes (287–212 b.c.e.).

Extrapolation can be applied whenever it is known that an approximation technique
has an error term with a predictable form, one that depends on a parameter, usually the step
size h. Suppose that for each number h ̸= 0 we have a formula N1(h) that approximates an
unknown constant M, and that the truncation error involved with the approximation has the
form

M − N1(h) = K1h + K2h2 + K3h3 + · · · ,

for some collection of (unknown) constants K1, K2, K3, . . . .
The truncation error is O(h), so unless there was a large variation in magnitude among

the constants K1, K2, K3, . . . ,

M − N1(0.1) ≈ 0.1K1, M − N1(0.01) ≈ 0.01K1,

and, in general, M − N1(h) ≈ K1h .
The object of extrapolation is to find an easy way to combine these rather inaccu-

rate O(h) approximations in an appropriate way to produce formulas with a higher-order
truncation error.
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E X E R C I S E S E T 4.2

1. Apply the extrapolation process described in Example 1 to determine N3(h), an approximation to
f ′(x0), for the following functions and stepsizes.

a. f (x) = ln x, x0 = 1.0, h = 0.4
b. f (x) = x + ex , x0 = 0.0, h = 0.4

c. f (x) = 2x sin x, x0 = 1.05, h = 0.4
d. f (x) = x3 cos x, x0 = 2.3, h = 0.4

2. Add another line to the extrapolation table in Exercise 1 to obtain the approximation N4(h).
3. Repeat Exercise 1 using four-digit rounding arithmetic.
4. Repeat Exercise 2 using four-digit rounding arithmetic.
5. The following data give approximations to the integral

M =
∫ π

0
sin x dx.

N1(h) = 1.570796, N1

(
h
2

)
= 1.896119, N1

(
h
4

)
= 1.974232, N1

(
h
8

)
= 1.993570.

Assuming M = N1(h) + K1h2 + K2h4 + K3h6 + K4h8 + O(h10), construct an extrapolation table to
determine N4(h).

6. The following data can be used to approximate the integral

M =
∫ 3π/2

0
cos x dx.

N1(h) = 2.356194, N1

(
h
2

)
= −0.4879837,

N1

(
h
4

)
= −0.8815732, N1

(
h
8

)
= −0.9709157.

Assume a formula exists of the type given in Exercise 5 and determine N4(h).
7. Show that the five-point formula in Eq. (4.6) applied to f (x) = xex at x0 = 2.0 gives N2(0.2) in Table

4.6 when h = 0.1 and N2(0.1) when h = 0.05.
8. The forward-difference formula can be expressed as

f ′(x0) = 1
h
[f (x0 + h)− f (x0)]−

h
2
f ′′(x0)−

h2

6
f ′′′(x0) + O(h3).

Use extrapolation to derive an O(h3) formula for f ′(x0).
9. Suppose that N(h) is an approximation to M for every h > 0 and that

M = N(h) + K1h + K2h2 + K3h3 + · · · ,

for some constants K1, K2, K3, . . . . Use the values N(h), N
(

h
3

)
, and N

(
h
9

)
to produce an O(h3)

approximation to M.
10. Suppose that N(h) is an approximation to M for every h > 0 and that

M = N(h) + K1h2 + K2h4 + K3h6 + · · · ,

for some constants K1, K2, K3, . . . . Use the values N(h), N
(

h
3

)
, and N

(
h
9

)
to produce an O(h6)

approximation to M.
11. In calculus, we learn that e = limh→0(1 + h)1/h.

a. Determine approximations to e corresponding to h = 0.04, 0.02, and 0.01.
b. Use extrapolation on the approximations, assuming that constants K1, K2, . . . exist with

e = (1 + h)1/h + K1h + K2h2 + K3h3 + · · · , to produce an O(h3) approximation to e, where
h = 0.04.

c. Do you think that the assumption in part (b) is correct?
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12. a. Show that

lim
h→0

(
2 + h
2− h

)1/h

= e.

b. Compute approximations to e using the formula N(h) =
(

2+h
2−h

)1/h
, for h = 0.04, 0.02, and 0.01.

c. Assume that e = N(h) + K1h + K2h2 + K3h3 + · · · . Use extrapolation, with at least 16 digits of
precision, to compute an O(h3) approximation to e with h = 0.04. Do you think the assumption
is correct?

d. Show that N(−h) = N(h).
e. Use part (d) to show that K1 = K3 = K5 = · · · = 0 in the formula

e = N(h) + K1h + K2h2 + K3h3K4h4 + K5h5 + · · · ,

so that the formula reduces to

e = N(h) + K2h2 + K4h4 + K6h6 + · · · .

f. Use the results of part (e) and extrapolation to compute an O(h6) approximation to e with
h = 0.04.

13. Suppose the following extrapolation table has been constructed to approximate the number M with
M = N1(h) + K1h2 + K2h4 + K3h6:

N1(h)

N1

(
h
2

)
N2(h)

N1

(
h
4

)
N2

(
h
2

)
N3(h)

a. Show that the linear interpolating polynomial P0,1(h) through (h2, N1(h)) and (h2/4, N1(h/2))

satisfies P0,1(0) = N2(h). Similarly, show that P1,2(0) = N2(h/2).
b. Show that the linear interpolating polynomial P0,2(h) through (h4, N2(h)) and (h4/16, N2(h/2))

satisfies P0,2(0) = N3(h).

14. Suppose that N1(h) is a formula that produces O(h) approximations to a number M and that

M = N1(h) + K1h + K2h2 + · · · ,

for a collection of positive constants K1, K2, . . . . Then N1(h), N1(h/2), N1(h/4), . . . are all lower
bounds for M. What can be said about the extrapolated approximations N2(h), N3(h), . . .?

15. The semiperimeters of regular polygons with k sides that inscribe and circumscribe the unit circle
were used by Archimedes before 200 b.c.e. to approximate π , the circumference of a semicircle.
Geometry can be used to show that the sequence of inscribed and circumscribed semiperimeters {pk}
and {Pk}, respectively, satisfy

pk = k sin
(π

k

)
and Pk = k tan

(π
k

)
,

with pk < π < Pk , whenever k ≥ 4.
a. Show that p4 = 2

√
2 and P4 = 4.

b. Show that for k ≥ 4, the sequences satisfy the recurrence relations

P2k = 2pkPk

pk + Pk
and p2k =

√
pkP2k .

c. Approximate π to within 10−4 by computing pk and Pk until Pk − pk < 10−4.
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E X E R C I S E S E T 4.3

1. Approximate the following integrals using the Trapezoidal rule.

a.
∫ 1

0.5
x4 dx b.

∫ 0.5

0

2
x − 4

dx

c.
∫ 1.5

1
x2 ln x dx d.

∫ 1

0
x2e−x dx

e.
∫ 1.6

1

2x
x2 − 4

dx f.
∫ 0.35

0

2
x2 − 4

dx

g.
∫ π/4

0
x sin x dx h.

∫ π/4

0
e3x sin 2x dx

2. Approximate the following integrals using the Trapezoidal rule.

a.
∫ 0.25

−0.25
(cos x)2 dx b.

∫ 0

−0.5
x ln(x + 1) dx

c.
∫ 1.3

0.75

(
(sin x)2 − 2x sin x + 1

)
dx d.

∫ e+1

e

1
x ln x

dx

3. Find a bound for the error in Exercise 1 using the error formula, and compare this to the actual error.
4. Find a bound for the error in Exercise 2 using the error formula, and compare this to the actual error.
5. Repeat Exercise 1 using Simpson’s rule.
6. Repeat Exercise 2 using Simpson’s rule.
7. Repeat Exercise 3 using Simpson’s rule and the results of Exercise 5.
8. Repeat Exercise 4 using Simpson’s rule and the results of Exercise 6.
9. Repeat Exercise 1 using the Midpoint rule.

10. Repeat Exercise 2 using the Midpoint rule.
11. Repeat Exercise 3 using the Midpoint rule and the results of Exercise 9.
12. Repeat Exercise 4 using the Midpoint rule and the results of Exercise 10.
13. The Trapezoidal rule applied to

∫ 2
0 f (x) dx gives the value 4, and Simpson’s rule gives the value 2.

What is f (1)?
14. The Trapezoidal rule applied to

∫ 2
0 f (x) dx gives the value 5, and the Midpoint rule gives the value 4.

What value does Simpson’s rule give?
15. Find the degree of precision of the quadrature formula

∫ 1

−1
f (x) dx = f

(

−
√

3
3

)

+ f

(√
3

3

)

.

16. Let h = (b − a)/3, x0 = a, x1 = a + h, and x2 = b. Find the degree of precision of the quadrature
formula

∫ b

a
f (x) dx = 9

4
hf (x1) + 3

4
hf (x2).

17. The quadrature formula
∫ 1
−1 f (x) dx = c0f (−1) + c1f (0) + c2f (1) is exact for all polynomials of

degree less than or equal to 2. Determine c0, c1, and c2.
18. The quadrature formula

∫ 2
0 f (x) dx = c0f (0) + c1f (1) + c2f (2) is exact for all polynomials of

degree less than or equal to 2. Determine c0, c1, and c2.
19. Find the constants c0, c1, and x1 so that the quadrature formula

∫ 1

0
f (x) dx = c0f (0) + c1f (x1)

has the highest possible degree of precision.
20. Find the constants x0, x1, and c1 so that the quadrature formula

∫ 1

0
f (x) dx = 1

2
f (x0) + c1f (x1)

has the highest possible degree of precision.
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−1
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−
√

3
3

)
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(√
3

3

)
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∫ 1
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2
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0 f (x) dx gives the value 5, and the Midpoint rule gives the value 4.

What value does Simpson’s rule give?
15. Find the degree of precision of the quadrature formula

∫ 1

−1
f (x) dx = f
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−
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3

)
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3

3
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formula

∫ b
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4
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4
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2
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e.
∫ π/4

0
e3x sin 2x dx f.

∫ 1.6

1

2x
x2 − 4

dx

g.
∫ 3.5

3

x√
x2 − 4

dx h.
∫ π/4

0
(cos x)2 dx

2. Use Romberg integration to compute R3,3 for the following integrals.

a.
∫ 1

−1
(cos x)2 dx b.

∫ 0.75

−0.75
x ln(x + 1) dx

c.
∫ 4

1

(
(sin x)2 − 2x sin x + 1

)
dx d.

∫ 2e

e

1
x ln x

dx

3. Calculate R4,4 for the integrals in Exercise 1.

4. Calculate R4,4 for the integrals in Exercise 2.

5. Use Romberg integration to approximate the integrals in Exercise 1 to within 10−6. Compute the
Romberg table until either |Rn−1,n−1 − Rn,n| < 10−6, or n = 10. Compare your results to the exact
values of the integrals.

6. Use Romberg integration to approximate the integrals in Exercise 2 to within 10−6. Compute the
Romberg table until either |Rn−1,n−1 − Rn,n| < 10−6, or n = 10. Compare your results to the exact
values of the integrals.

7. Use the following data to approximate
∫ 5

1 f (x) dx as accurately as possible.

x 1 2 3 4 5

f (x) 2.4142 2.6734 2.8974 3.0976 3.2804

8. Romberg integration is used to approximate

∫ 1

0

x2

1 + x3
dx.

If R11 = 0.250 and R22 = 0.2315, what is R21?

9. Romberg integration is used to approximate

∫ 3

2
f (x) dx.

If f (2) = 0.51342, f (3) = 0.36788, R31 = 0.43687, and R33 = 0.43662, find f (2.5).

10. Romberg integration for approximating
∫ 1

0 f (x) dx gives R11 = 4 and R22 = 5. Find f (1/2).

11. Romberg integration for approximating
∫ b

a f (x) dx gives R11 = 8, R22 = 16/3, and R33 = 208/45.
Find R31.

12. Use Romberg integration to compute the following approximations to

∫ 48

0

√
1 + (cos x)2 dx.

[Note: The results in this exercise are most interesting if you are using a device with between seven-
and nine-digit arithmetic.]

a. Determine R1,1, R2,1, R3,1, R4,1, and R5,1, and use these approximations to predict the value of the
integral.

b. Determine R2,2, R3,3, R4,4, and R5,5, and modify your prediction.

c. Determine R6,1, R6,2, R6,3, R6,4, R6,5, and R6,6, and modify your prediction.

d. Determine R7,7, R8,8, R9,9, and R10,10, and make a final prediction.

e. Explain why this integral causes difficulty with Romberg integration and how it can be reformu-
lated to more easily determine an accurate approximation.

13. Show that the approximation obtained from Rk,2 is the same as that given by the Composite Simpson’s
rule described in Theorem 4.4 with h = hk .
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Step 4 Set R2,1 = 1
2

⎡

⎣R1,1 + h
2i−2∑

k=1

f (a + (k − 0.5)h)

⎤

⎦.

(Approximation from Trapezoidal method.)

Step 5 For j = 2, . . . , i

set R2, j = R2, j−1 + R2, j−1 − R1, j−1

4 j−1 − 1
. (Extrapolation.)

Step 6 OUTPUT (R2,j for j = 1, 2, . . . , i).

Step 7 Set h = h/2.

Step 8 For j = 1, 2, . . . , i set R1,j = R2,j. (Update row 1 of R.)

Step 9 STOP.

Algorithm 4.2 requires a preset integer n to determine the number of rows to be gen-
erated. We could also set an error tolerance for the approximation and generate n, within
some upper bound, until consecutive diagonal entries Rn−1,n−1 and Rn,n agree to within
the tolerance. To guard against the possibility that two consecutive row elements agree
with each other but not with the value of the integral being approximated, it is common to
generate approximations until not only |Rn−1,n−1 − Rn,n| is within the tolerance, but also
|Rn−2,n−2 − Rn−1,n−1|. Although not a universal safeguard, this will ensure that two differ-
ently generated sets of approximations agree within the specified tolerance before Rn,n, is
accepted as sufficiently accurate.

Romberg integration can be performed with the Quadrature command in the Numeri-
calAnalysis subpackage of Maple’s Student package. For example, after loading the package
and defining the function and interval, the command

Quadrature(f (x), x = a..b, method = romberg6, output = information)

produces the values shown in Table 4.11 together with the information that 6 applications
of the Trapezoidal rule were used and 33 function evaluations were required.

Romberg integration applied to a function f on the interval [a, b] relies on the assump-
tion that the Composite Trapezoidal rule has an error term that can be expressed in the
form of Eq. (4.33); that is, we must have f ∈ C2k+2[a, b] for the kth row to be generated.
General-purpose algorithms using Romberg integration include a check at each stage to
ensure that this assumption is fulfilled. These methods are known as cautious Romberg
algorithms and are described in [Joh]. This reference also describes methods for using the
Romberg technique as an adaptive procedure, similar to the adaptive Simpson’s rule that
will be discussed in Section 4.6.

The adjective cautious used in
the description of a numerical
method indicates that a check is
incorporated to determine if the
continuity hypotheses are likely
to be true.

E X E R C I S E S E T 4.5

1. Use Romberg integration to compute R3,3 for the following integrals.

a.
∫ 1.5

1
x2 ln x dx b.

∫ 1

0
x2e−x dx

c.
∫ 0.35

0

2
x2 − 4

dx d.
∫ π/4

0
x2 sin x dx
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e. Explain why this integral causes difficulty with Romberg integration and how it can be reformu-
lated to more easily determine an accurate approximation.

13. Show that the approximation obtained from Rk,2 is the same as that given by the Composite Simpson’s
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DSE-1F/A                      COMPLEX ANALYSIS                              BS: 606 
 

Theory: 3 credits and Practicals: 1 credits 
Theory: 3 hours /week and Practicals: 2 hours /week 

 
Objective: Analytic Functions, contour integration and calculus of residues will be 

introduced to the students. 
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EXERCISES
1. Sketch the following sets and determine which are domains:

(a) |z − 2+ i| ≤ 1; (b) |2z + 3| > 4;
(c) Im z > 1; (d) Im z = 1;
(e) 0 ≤ arg z ≤ π/4 (z ̸= 0); (f) |z − 4| ≥ |z|.

Ans. (b), (c) are domains.
2. Which sets in Exercise 1 are neither open nor closed?

Ans. (e).
3. Which sets in Exercise 1 are bounded?

Ans. (a).
4. In each case, sketch the closure of the set:

(a) −π < arg z < π (z ̸= 0); (b) |Re z| < |z|;

(c) Re
(
1
z

)
≤ 1
2
; (d) Re(z2) > 0.

5. Let S be the open set consisting of all points z such that |z| < 1 or |z − 2| < 1. State
why S is not connected.

6. Show that a set S is open if and only if each point in S is an interior point.
7. Determine the accumulation points of each of the following sets:

(a) zn = in (n = 1, 2, . . .); (b) zn = in/n (n = 1, 2, . . .);

(c) 0 ≤ arg z < π/2 (z ̸= 0); (d) zn = (−1)n(1+ i)
n − 1

n
(n = 1, 2, . . .).

Ans. (a) None; (b) 0; (d) ±(1+ i).
8. Prove that if a set contains each of its accumulation points, then it must be a closed
set.

9. Show that any point z0 of a domain is an accumulation point of that domain.
10. Prove that a finite set of points z1, z2, . . . , zn cannot have any accumulation points.
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Our final example here uses the images of horizontal lines to find the image
of a horizontal strip.

EXAMPLE 3. When w = ez, the image of the infinite strip 0 ≤ y ≤ π is the
upper half v ≥ 0 of the w plane (Fig. 22). This is seen by recalling from Example 1
how a horizontal line y = c is transformed into a ray φ = c from the origin. As the
real number c increases from c = 0 to c = π , the y intercepts of the lines increase
from 0 to π and the angles of inclination of the rays increase from φ = 0 to φ = π .
This mapping is also shown in Fig. 6 of Appendix 2, where corresponding points
on the boundaries of the two regions are indicated.

x

ci

i

O

y

uO

v

FIGURE 22
w = exp z.

EXERCISES
1. By referring to Example 1 in Sec. 13, find a domain in the z plane whose image under
the transformation w = z2 is the square domain in the w plane bounded by the lines
u = 1, u = 2, v = 1, and v = 2. (See Fig. 2, Appendix 2.)

2. Find and sketch, showing corresponding orientations, the images of the hyperbolas

x2 − y2 = c1 (c1 < 0) and 2xy = c2 (c2 < 0)

under the transformation w = z2.
3. Sketch the region onto which the sector r ≤ 1, 0 ≤ θ ≤ π/4 is mapped by the trans-
formation (a) w = z2; (b) w = z3; (c) w = z4.

4. Show that the lines ay = x (a ̸= 0) are mapped onto the spirals ρ = exp(aφ) under
the transformation w = exp z, where w = ρ exp(iφ).

5. By considering the images of horizontal line segments, verify that the image of the
rectangular region a ≤ x ≤ b, c ≤ y ≤ d under the transformation w = exp z is the
region ea ≤ ρ ≤ eb, c ≤ φ ≤ d , as shown in Fig. 21 (Sec. 14).

6. Verify the mapping of the region and boundary shown in Fig. 7 of Appendix 2, where
the transformation is w = exp z.

7. Find the image of the semi-infinite strip x ≥ 0, 0 ≤ y ≤ π under the transformation
w = exp z, and label corresponding portions of the boundaries.
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8. Give details showing that the zeros of sinh z and cosh z are as in statements (14) and
(l5), Sec. 35.

9. Using the results proved in Exercise 8, locate all zeros and singularities of the hyper-
bolic tangent function.

10. Derive differentiation formulas (17), Sec. 35.
11. Use the reflection principle (Sec. 28) to show that for all z,

(a) sinh z = sinh z; (b) cosh z = cosh z.

12. Use the results in Exercise 11 to show that tanh z = tanh z at points where cosh z ̸= 0.
13. By accepting that the stated identity is valid when z is replaced by the real variable x

and using the lemma in Sec. 27, verify that
(a) cosh2 z − sinh2 z = 1; (b) sinh z + cosh z = ez.
[Compare with Exercise 4(b), Sec. 34.]

14. Why is the function sinh(ez) entire? Write its real component as a function of x and
y, and state why that function must be harmonic everywhere.

15. By using one of the identities (9) and (10) in Sec. 35 and then proceeding as in
Exercise 15, Sec. 34, find all roots of the equation

(a) sinh z = i; (b) cosh z = 1
2
.

Ans. (a) z =
(
2n + 1

2

)
π i (n = 0,±1,±2, . . .);

(b) z =
(
2n ± 1

3

)
π i (n = 0,±1,±2, . . .).

16. Find all roots of the equation cosh z = −2. (Compare this exercise with Exercise 16,
Sec. 34.)

Ans. z = ± ln(2+
√
3) + (2n + 1)π i (n = 0,±1,±2, . . .).

36. INVERSE TRIGONOMETRIC AND HYPERBOLIC
FUNCTIONS

Inverses of the trigonometric and hyperbolic functions can be described in terms of
logarithms.

In order to define the inverse sine function sin−1 z, we write

w = sin−1 z when z = sinw.

That is, w = sin−1 z when

z = eiw − e−iw

2i
.

If we put this equation in the form

(eiw)2 − 2iz(eiw) − 1 = 0,
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EXERCISES
1. Show that

(a) exp(2± 3π i) = −e2; (b) exp
(
2+ π i

4

)
=
√

e

2
(1+ i);

(c) exp(z + π i) = − exp z.

2. State why the function f (z) = 2z2 − 3− zez + e−z is entire.
3. Use the Cauchy–Riemann equations and the theorem in Sec. 21 to show that the
function f (z) = exp z is not analytic anywhere.

4. Show in two ways that the function f (z) = exp(z2) is entire. What is its derivative?
Ans. f ′

(z) = 2z exp(z2).
5. Write |exp(2z + i)| and |exp(iz2)| in terms of x and y. Then show that

|exp(2z + i) + exp(iz2)| ≤ e2x + e−2xy .

6. Show that |exp(z2)| ≤ exp(|z|2).
7. Prove that |exp(−2z)| < 1 if and only if Re z > 0.
8. Find all values of z such that

(a) ez = −2; (b) ez = 1+
√
3i; (c) exp(2z − 1) = 1.

Ans. (a) z = ln 2+ (2n + 1)π i (n = 0,±1,±2, . . .);

(b) z = ln 2+
(
2n + 1

3

)
π i (n = 0,±1,±2, . . .);

(c) z = 1
2

+ nπ i (n = 0,±1,±2, . . .).

9. Show that exp(iz) = exp(iz) if and only if z = nπ (n = 0,±1,±2, . . .). (Compare
with Exercise 4, Sec. 28.)

10. (a) Show that if ez is real, then Im z = nπ (n = 0,±1,±2, . . .).
(b) If ez is pure imaginary, what restriction is placed on z?

11. Describe the behavior of ez = exeiy as (a) x tends to −∞; (b) y tends to ∞.
12. Write Re(e1/z) in terms of x and y. Why is this function harmonic in every domain

that does not contain the origin?
13. Let the function f (z) = u(x, y) + iv(x, y) be analytic in some domain D. State why

the functions

U(x, y) = eu(x,y) cos v(x, y), V (x, y) = eu(x,y) sin v(x, y)

are harmonic in D and why V (x, y) is, in fact, a harmonic conjugate of U(x, y).
14. Establish the identity

(ez)n = enz (n = 0,±1,±2, . . .)

in the following way.
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7. Use definition (2), Sec. 15, of limit to prove that

if lim
z→z0

f (z) = w0, then lim
z→z0

|f (z)| = |w0|.

Suggestion: Observe how the first of inequalities (9), Sec. 4, enables one to write

||f (z)| − |w0|| ≤ |f (z) − w0|.

8. Write !z = z − z0 and show that

lim
z→z0

f (z) = w0 if and only if lim
!z→0

f (z0 +!z) = w0.

9. Show that
lim
z→z0

f (z)g(z) = 0 if lim
z→z0

f (z) = 0

and if there exists a positive number M such that |g(z)| ≤ M for all z in some
neighborhood of z0.

10. Use the theorem in Sec. 17 to show that

(a) lim
z→∞

4z2

(z − 1)2
= 4; (b) lim

z→1

1
(z − 1)3

= ∞; (c) lim
z→∞

z2 + 1
z − 1

= ∞.

11. With the aid of the theorem in Sec. 17, show that when

T (z) = az + b

cz + d
(ad − bc ̸= 0),

(a) lim
z→∞

T (z) = ∞ if c = 0;

(b) lim
z→∞

T (z) = a

c
and lim

z→−d/c
T (z) = ∞ if c ̸= 0.

12. State why limits involving the point at infinity are unique.
13. Show that a set S is unbounded (Sec. 11) if and only if every neighborhood of the

point at infinity contains at least one point in S.

19. DERIVATIVES
Let f be a function whose domain of definition contains a neighborhood |z − z0| < ε
of a point z0. The derivative of f at z0 is the limit

f ′(z0) = lim
z→z0

f (z) − f (z0)

z − z0
,(1)

and the function f is said to be differentiable at z0 when f ′(z0) exists.
By expressing the variable z in definition (1) in terms of the new complex

variable
!z = z − z0 (z ̸= z0),
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and since the other conditions in the theorem are satisfied, the derivative f ′(z) exists
at each point where f (z) is defined. The theorem tells us, moreover, that

f ′(z) = e−iθ

[
1

3( 3√r)2
cos

θ

3
+ i

1
3( 3√r)2

sin
θ

3

]
,

or

f ′(z) = e−iθ

3( 3√r)2
eiθ/3 = 1

3( 3√reiθ/3)2
= 1
3[f (z)]2

.

Note that when a specific point z is taken in the domain of definition of f, the
value f (z) is one value of z1/3 (see Sec. 9). Hence this last expression for f ′(z) can
be put in the form

d

dz
z1/3 = 1

3(z1/3)2

when that value is taken. Derivatives of such power functions will be elaborated on
in Chap. 3 (Sec. 33).

EXERCISES
1. Use the theorem in Sec. 21 to show that f ′(z) does not exist at any point if

(a) f (z) = z ; (b) f (z) = z − z ;
(c) f (z) = 2x + ixy2 ; (d) f (z) = exe−iy .

2. Use the theorem in Sec. 22 to show that f ′(z) and its derivative f ′′(z) exist every-
where, and find f ′′(z) when
(a) f (z) = iz + 2; (b) f (z) = e−xe−iy ;
(c) f (z) = z3; (d) f (z) = cos x cosh y − i sin x sinh y.

Ans. (b) f ′′(z) = f (z); (d) f ′′(z) = −f (z).
3. From results obtained in Secs. 21 and 22, determine where f ′(z) exists and find its
value when
(a) f (z) = 1/z; (b) f (z) = x2 + iy2; (c) f (z) = z Im z.

Ans. (a) f ′(z) = −1/z2 (z ̸= 0); (b) f ′(x + ix) = 2x; (c) f ′(0) = 0.
4. Use the theorem in Sec. 23 to show that each of these functions is differentiable in
the indicated domain of definition, and also to find f ′(z):
(a) f (z) = 1/z4 (z ̸= 0);

(b) f (z) =
√

reiθ/2 (r > 0,α < θ < α + 2π);

(c) f (z) = e−θcos(ln r) + ie−θ sin(ln r) (r > 0, 0 < θ < 2π).

Ans. (b) f ′(z) = 1
2f (z)

; (c) f ′(z) = i
f (z)

z
.
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where c is a real constant. If c = 0, it follows that f (z) = 0 everywhere in D. If
c ̸= 0, the fact that (see Sec. 5)

f (z)f (z) = c2

tells us that f (z) is never zero in D. Hence

f (z) = c2

f (z)
for all z in D,

and it follows from this that f (z) is analytic everywhere in D. The main result in
Example 3 just above thus ensures that f (z) is constant throughout D.

EXERCISES
1. Apply the theorem in Sec. 22 to verify that each of these functions is entire:

(a) f (z) = 3x + y + i(3y − x); (b) f (z) = sin x cosh y + i cos x sinh y;

(c) f (z) = e−y sin x − ie−y cos x; (d) f (z) = (z2 − 2)e−xe−iy .

2. With the aid of the theorem in Sec. 21, show that each of these functions is nowhere
analytic:
(a) f (z) = xy + iy; (b) f (z) = 2xy + i(x2 − y2); (c) f (z) = eyeix .

3. State why a composition of two entire functions is entire. Also, state why any linear
combination c1f1(z) + c2f2(z) of two entire functions, where c1 and c2 are complex
constants, is entire.

4. In each case, determine the singular points of the function and state why the function
is analytic everywhere except at those points:

(a) f (z) = 2z + 1
z(z2 + 1)

; (b) f (z) = z3 + i

z2 − 3z + 2
; (c) f (z) = z2 + 1

(z + 2)(z2 + 2z + 2)
.

Ans. (a) z = 0,± i; (b) z = 1, 2 ; (c) z = −2,−1± i.
5. According to Exercise 4(b), Sec. 23, the function

g(z) =
√

reiθ/2 (r > 0,−π < θ < π)

is analytic in its domain of definition, with derivative

g′(z) = 1
2 g(z)

.

Show that the composite function G(z) = g(2z − 2+ i) is analytic in the half plane
x > 1, with derivative

G′(z) = 1
g(2z − 2+ i)

.

Suggestion: Observe that Re(2z − 2+ i) > 0 when x > 1.
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x > 1, with derivative

G′(z) = 1
g(2z − 2+ i)

.

Suggestion: Observe that Re(2z − 2+ i) > 0 when x > 1.
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EXAMPLE 5. We now illustrate one method of obtaining a harmonic con-
jugate of a given harmonic function. The function

u(x, y) = y3 − 3x2y(5)

is readily seen to be harmonic throughout the entire xy plane. Since a harmonic
conjugate v(x, y) is related to u(x, y) by means of the Cauchy–Riemann equations

ux = vy, uy = −vx,(6)

the first of these equations tells us that

vy(x, y) = −6xy.

Holding x fixed and integrating each side here with respect to y, we find that

v(x, y) = −3xy2 + φ(x)(7)

where φ is, at present, an arbitrary function of x. Using the second of equations (6),
we have

3y2 − 3x2 = 3y2 − φ′(x),

or φ′(x) = 3x2. Thus φ(x) = x3 + C, where C is an arbitrary real number. Accord-
ing to equation (7), then, the function

v(x, y) = −3xy2 + x3 + C(8)

is a harmonic conjugate of u(x, y).
The corresponding analytic function is

f (z) = (y3 − 3x2y) + i(−3xy2 + x3 + C).(9)

The form f (z) = i(z3 + C) of this function is easily verified and is suggested by
noting that when y = 0, expression (9) becomes f (x) = i(x3 + C).

EXERCISES
1. Show that u(x, y) is harmonic in some domain and find a harmonic conjugate v(x, y)
when
(a) u(x, y) = 2x(1− y); (b) u(x, y) = 2x − x3 + 3xy2;
(c) u(x, y) = sinh x sin y; (d) u(x, y) = y/(x2 + y2).

Ans. (a) v(x, y) = x2 − y2 + 2y; (b) v(x, y) = 2y − 3x2y + y3;
(c) v(x, y) = − cosh x cos y; (d) v(x, y) = x/(x2 + y2).

2. Show that if v and V are harmonic conjugates of u(x, y) in a domain D, then v(x, y)
and V (x, y) can differ at most by an additive constant.
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Note that if a is a nonzero integer n, this result tells us that
∫

C

zn−1 dz = 0 (n = ±1, ±2, . . .).(5)

If a is allowed to be zero, we have
∫

C

dz

z
=
∫ π

−π

1
Reiθ

iReiθ dθ = i

∫ π

−π
dθ = 2π i.(6)

EXERCISES
For the functions f and contours C in Exercises 1 through 7, use parametric repre-
sentations for C, or legs of C, to evaluate

∫

C

f (z) dz.

1. f (z) = (z + 2)/z and C is
(a) the semicircle z = 2 eiθ (0 ≤ θ ≤ π);
(b) the semicircle z = 2 eiθ (π ≤ θ ≤ 2π);
(c) the circle z = 2 eiθ (0 ≤ θ ≤ 2π).

Ans. (a) −4+ 2π i; (b) 4+ 2π i; (c) 4π i.
2. f (z) = z − 1 and C is the arc from z = 0 to z = 2 consisting of

(a) the semicircle z = 1+ eiθ (π ≤ θ ≤ 2π);
(b) the segment z = x (0 ≤ x ≤ 2) of the real axis.

Ans. (a) 0 ; (b) 0.
3. f (z) = π exp(πz) and C is the boundary of the square with vertices at the points 0, 1,
1+ i, and i, the orientation of C being in the counterclockwise direction.

Ans. 4(eπ − 1).
4. f (z) is defined by means of the equations

f (z) =
{
1 when y < 0,
4y when y > 0,

and C is the arc from z = −1− i to z = 1+ i along the curve y = x3.
Ans. 2+ 3i.

5. f (z) = 1 and C is an arbitrary contour from any fixed point z1 to any fixed point z2
in the z plane.

Ans. z2 − z1.
6. f (z) is the branch

z−1+i = exp[(−1+ i)log z] (|z| > 0, 0 < arg z < 2π)

of the indicated power function, and C is the unit circle z = eiθ (0 ≤ θ ≤ 2π).
Ans. i(1− e−2π ).
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Consequently, at points on CR ,
∣∣∣∣

z1/2

z2 + 1

∣∣∣∣ ≤ MR where MR =
√

R

R2 − 1
.

Since the length of CR is the number L = πR, it follows from inequality (5) that
∣∣∣∣

∫

CR

z1/2

z2 + 1
dz

∣∣∣∣ ≤ MRL.

But

MRL = πR
√

R

R2 − 1
· 1/R

2

1/R2 = π/
√

R

1− (1/R2)
,

and it is clear that the term on the far right here tends to zero as R tends to infinity.
Limit (7) is, therefore, established.

EXERCISES
1. Without evaluating the integral, show that

∣∣∣∣

∫

C

dz

z2 − 1

∣∣∣∣ ≤ π

3

when C is the same arc as the one in Example 1, Sec. 43.
2. Let C denote the line segment from z = i to z = 1. By observing that of all the points
on that line segment, the midpoint is the closest to the origin, show that

∣∣∣∣

∫

C

dz

z4

∣∣∣∣ ≤ 4
√
2

without evaluating the integral.
3. Show that if C is the boundary of the triangle with vertices at the points 0, 3i, and −4,
oriented in the counterclockwise direction (see Fig. 48), then

∣∣∣∣

∫

C

(ez − z) dz

∣∣∣∣ ≤ 60.

xO– 4

y

3i

C

FIGURE 48
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4. Let CR denote the upper half of the circle |z| = R (R > 2), taken in the counterclock-
wise direction. Show that

∣∣∣∣

∫

CR

2z2 − 1
z4 + 5z2 + 4

dz

∣∣∣∣ ≤ πR(2R2 + 1)
(R2 − 1)(R2 − 4)

.

Then, by dividing the numerator and denominator on the right here by R4, show that
the value of the integral tends to zero as R tends to infinity.

5. Let CR be the circle |z| = R (R > 1), described in the counterclockwise direction.
Show that ∣∣∣∣

∫

CR

Log z

z2
dz

∣∣∣∣ < 2π
(
π + lnR

R

)
,

and then use l’Hospital’s rule to show that the value of this integral tends to zero as
R tends to infinity.

6. Let Cρ denote a circle |z| = ρ (0 < ρ < 1), oriented in the counterclockwise direction,
and suppose that f (z) is analytic in the disk |z| ≤ 1. Show that if z−1/2 represents
any particular branch of that power of z, then there is a nonnegative constant M ,
independent of ρ, such that

∣∣∣∣∣

∫

Cρ

z−1/2f (z) dz

∣∣∣∣∣ ≤ 2πM
√
ρ.

Thus show that the value of the integral here approaches 0 as ρ tends to 0.
Suggestion: Note that since f (z) is analytic, and therefore continuous, throughout

the disk |z| ≤ 1, it is bounded there (Sec. 18).
7. Apply inequality (1), Sec. 43, to show that for all values of x in the interval−1 ≤ x ≤ 1,
the functions∗

Pn(x) = 1
π

∫ π

0
(x + i

√
1− x2 cos θ)n dθ (n = 0, 1, 2, . . .)

satisfy the inequality |Pn(x)| ≤ 1.
8. Let CN denote the boundary of the square formed by the lines

x = ±
(

N + 1
2

)
π and y = ±

(
N + 1

2

)
π,

where N is a positive integer and the orientation of CN is counterclockwise.
(a) With the aid of the inequalities

|sin z| ≥ |sin x| and |sin z| ≥ |sinh y|,

obtained in Exercises 8(a) and 9(a) of Sec. 34, show that | sin z| ≥ 1 on the vertical
sides of the square and that |sin z| > sinh(π/2) on the horizontal sides. Thus show
that there is a positive constant A, independent of N, such that |sin z| ≥ A for all
points z lying on the contour CN .

∗These functions are actually polynomials in x. They are known as Legendre polynomials and are
important in applied mathematics. See, for example, Chap. 4 of the book by Lebedev that is listed in
Appendix 1.
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Consequently, if the point z +!z is close enough to z so that |!z| < δ, then
∣∣∣∣
F(z +!z) − F(z)

!z
− f (z)

∣∣∣∣ <
1

|!z|
ε|!z| = ε;

that is,

lim
!z→0

F(z +!z) − F(z)

!z
= f (z),

or F ′(z) = f (z).

EXERCISES
1. Use an antiderivative to show that for every contour C extending from a point z1 to
a point z2, ∫

C

zn dz = 1
n + 1

(zn+1
2 − zn+1

1 ) (n = 0, 1, 2, . . .).

2. By finding an antiderivative, evaluate each of these integrals, where the path is any
contour between the indicated limits of integration:

(a)
∫ i/2

i

eπz dz ; (b)
∫ π+2i

0
cos
(

z

2

)
dz ; (c)

∫ 3

1
(z − 2)3 dz .

Ans. (a) (1+ i)/π ; (b) e + (1/e); (c) 0.
3. Use the theorem in Sec. 44 to show that

∫

C0

(z − z0)
n−1 dz = 0 (n = ±1,±2, . . .)

when C0 is any closed contour which does not pass through the point z0. [Compare
with Exercise 10(b), Sec. 42.]

4. Find an antiderivative F2(z) of the branch f2(z) of z1/2 in Example 4, Sec. 44, to show
that integral (6) there has value 2

√
3(−1+ i). Note that the value of the integral of the

function (5) around the closed contour C2 − C1 in that example is, therefore, −4
√
3.

5. Show that ∫ 1

−1
zi dz = 1+ e−π

2
(1− i),

where the integrand denotes the principal branch

zi = exp(i Log z) (|z| > 0,−π < Arg z < π)

of zi and where the path of integration is any contour from z = −1 to z = 1 that,
except for its end points, lies above the real axis. (Compare with Exercise 7, Sec. 42.)

Suggestion: Use an antiderivative of the branch

zi = exp(i log z)

(
|z| > 0,−π

2
< arg z <

3π
2

)

of the same power function.
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7. f (z) is the principal branch

zi = exp(iLog z) (|z| > 0,−π < Arg z < π)

of this power function, and C is the semicircle z = eiθ (0 ≤ θ ≤ π).

Ans. −1+ e−π

2
(1− i).

8. With the aid of the result in Exercise 3, Sec. 38, evaluate the integral
∫

C

zm z ndz,

where m and n are integers and C is the unit circle |z| = 1, taken counterclockwise.
9. Evaluate the integral I in Example 1, Sec. 41, using this representation for C:

z =
√
4− y2 + iy (−2 ≤ y ≤ 2).

(See Exercise 2, Sec. 39.)
10. Let C0 and C denote the circles

z = z0 + Reiθ (−π ≤ θ ≤ π) and z = Reiθ (−π ≤ θ ≤ π),

respectively.
(a) Use these parametric representations to show that

∫

C0

f (z − z0) dz =
∫

C

f (z) dz

when f is piecewise continuous on C.
(b) Apply the result in part (a) to integrals (5) and (6) in Sec. 42 to show that

∫

C0

(z − z0)
n−1 dz = 0 (n = ±1,±2, . . .) and

∫

C0

dz

z − z0
= 2π i.

11. (a) Suppose that a function f (z) is continuous on a smooth arc C, which has a
parametric representation z = z(t) (a ≤ t ≤ b); that is, f [z(t)] is continuous on
the interval a ≤ t ≤ b. Show that if φ(τ ) (α ≤ τ ≤ β) is the function described
in Sec. 39, then

∫ b

a

f [z(t)]z′(t) dt =
∫ β

α

f [Z(τ )]Z′(τ ) dτ

where Z(τ ) = z[φ(τ )].
(b) Point out how it follows that the identity obtained in part (a) remains valid when

C is any contour, not necessarily a smooth one, and f (z) is piecewise continuous
on C. Thus show that the value of the integral of f (z) along C is the same when
the representation z = Z(τ ) (α ≤ τ ≤ β) is used, instead of the original one.
Suggestion: In part (a), use the result in Exercise 1(b), Sec. 39, and then refer to

expression (14) in that section.
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(b) Point out how it follows that the identity obtained in part (a) remains valid when
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Suggestion: In part (a), use the result in Exercise 1(b), Sec. 39, and then refer to

expression (14) in that section.
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Note that if a is a nonzero integer n, this result tells us that
∫

C

zn−1 dz = 0 (n = ±1, ±2, . . .).(5)

If a is allowed to be zero, we have
∫

C

dz

z
=
∫ π

−π

1
Reiθ

iReiθ dθ = i

∫ π

−π
dθ = 2π i.(6)

EXERCISES
For the functions f and contours C in Exercises 1 through 7, use parametric repre-
sentations for C, or legs of C, to evaluate

∫

C

f (z) dz.

1. f (z) = (z + 2)/z and C is
(a) the semicircle z = 2 eiθ (0 ≤ θ ≤ π);
(b) the semicircle z = 2 eiθ (π ≤ θ ≤ 2π);
(c) the circle z = 2 eiθ (0 ≤ θ ≤ 2π).

Ans. (a) −4+ 2π i; (b) 4+ 2π i; (c) 4π i.
2. f (z) = z − 1 and C is the arc from z = 0 to z = 2 consisting of

(a) the semicircle z = 1+ eiθ (π ≤ θ ≤ 2π);
(b) the segment z = x (0 ≤ x ≤ 2) of the real axis.

Ans. (a) 0 ; (b) 0.
3. f (z) = π exp(πz) and C is the boundary of the square with vertices at the points 0, 1,
1+ i, and i, the orientation of C being in the counterclockwise direction.

Ans. 4(eπ − 1).
4. f (z) is defined by means of the equations

f (z) =
{
1 when y < 0,
4y when y > 0,

and C is the arc from z = −1− i to z = 1+ i along the curve y = x3.
Ans. 2+ 3i.

5. f (z) = 1 and C is an arbitrary contour from any fixed point z1 to any fixed point z2
in the z plane.

Ans. z2 − z1.
6. f (z) is the branch

z−1+i = exp[(−1+ i)log z] (|z| > 0, 0 < arg z < 2π)

of the indicated power function, and C is the unit circle z = eiθ (0 ≤ θ ≤ 2π).
Ans. i(1− e−2π ).
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Theorem 3. Suppose that a function f is analytic inside and on a positively
oriented circle CR , centered at z0 and with radius R (Fig. 69). If MR denotes the
maximum value of |f (z)| on CR , then

|f (n)(z0)| ≤ n!MR

Rn
(n = 1, 2, . . .).(2)

x

z

z0

O

y
CR

R

FIGURE 69

Inequality (2) is called Cauchy’s inequality and is an immediate consequence
of the expression

f (n)(z0) = n!
2π i

∫

CR

f (z) dz

(z − z0)n+1 (n = 1, 2, . . .),

which is a slightly different form of equation (6), Sec. 51, when n is a positive
integer. We need only apply the theorem in Sec. 43, which gives upper bounds for
the moduli of the values of contour integrals, to see that

|f (n)(z0)| ≤ n!
2π

.
MR

Rn+1 2πR (n = 1, 2, . . .),

where MR is as in the statement of Theorem 3. This inequality is, of course, the
same as inequality (2).

EXERCISES
1. Let C denote the positively oriented boundary of the square whose sides lie along the
lines x = ± 2 and y = ± 2. Evaluate each of these integrals:

(a)
∫

C

e−z dz

z − (π i/2)
; (b)

∫

C

cos z
z(z2 + 8)

dz ; (c)
∫

C

z dz

2z + 1
;

(d)
∫

C

cosh z

z4
dz ; (e)

∫

C

tan(z/2)
(z − x0)2

dz (−2 < x0 < 2).

Ans. (a) 2π ; (b) π i/4 ; (c) −π i/2; (d) 0 ; (e) iπ sec2(x0/2).
2. Find the value of the integral of g(z) around the circle |z − i| = 2 in the positive sense
when

(a) g(z) = 1
z2 + 4

; (b) g(z) = 1
(z2 + 4)2

.

Ans. (a) π/2 ; (b) π/16.
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3. Let C be the circle |z| = 3, described in the positive sense. Show that if

g(z) =
∫

C

2s2 − s − 2
s − z

ds (|z| ̸= 3),

then g(2) = 8π i. What is the value of g(z) when |z| > 3?

4. Let C be any simple closed contour, described in the positive sense in the z plane,
and write

g(z) =
∫

C

s3 + 2s
(s − z)3

ds.

Show that g(z) = 6π iz when z is inside C and that g(z) = 0 when z is outside.

5. Show that if f is analytic within and on a simple closed contour C and z0 is not on
C, then ∫

C

f ′(z) dz

z − z0
=
∫

C

f (z) dz

(z − z0)2
.

6. Let f denote a function that is continuous on a simple closed contour C. Following
a procedure used in Sec. 51, prove that the function

g(z) = 1
2π i

∫

C

f (s) ds

s − z

is analytic at each point z interior to C and that

g′(z) = 1
2π i

∫

C

f (s) ds

(s − z)2

at such a point.

7. Let C be the unit circle z = eiθ (−π ≤ θ ≤ π). First show that for any real constant a,
∫

C

eaz

z
dz = 2π i.

Then write this integral in terms of θ to derive the integration formula
∫ π

0
ea cos θ cos(a sin θ) dθ = π.

8. (a) With the aid of the binomial formula (Sec. 3), show that for each value of n, the
function

Pn(z) = 1
n! 2n

dn

dzn
(z2 − 1)n (n = 0, 1, 2, . . .)

is a polynomial of degree n.∗

∗These are Legendre polynomials, which appear in Exercise 7, Sec. 43, when z = x. See the footnote
to that exercise.
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If f is a constant function, then |f (z)| = M for all z in R. If, however, f (z) is not
constant, then, according to the theorem just proved, |f (z)| ̸= M for any point z in
the interior of R. We thus arrive at an important corollary.

Corollary. Suppose that a function f is continuous on a closed bounded region
R and that it is analytic and not constant in the interior of R. Then the maximum
value of |f (z)| in R, which is always reached, occurs somewhere on the boundary
of R and never in the interior.

EXAMPLE. Let R denote the rectangular region 0 ≤ x ≤ π, 0 ≤ y ≤ 1. The
corollary tells us that the modulus of the entire function f (z) = sin z has a maximum
value in R that occurs somewhere on the boundary of R and not in its interior. This
can be verified directly by writing (see Sec. 34)

|f (z)| =
√
sin2 x + sinh2 y

and noting that the term sin2 x is greatest when x = π/2 and that the increasing
function sinh2 y is greatest when y = 1. Thus the maximum value of |f (z)| in R
occurs at the boundary point z = (π/2, 1) and at no other point in R (Fig. 72).

xO

1

y

FIGURE 72

When the function f in the corollary is written f (z) = u(x, y) + iv(x, y), the
component function u(x, y) also has a maximum value in R which is assumed on
the boundary of R and never in the interior, where it is harmonic (Sec. 26). This is
because the composite function g(z) = exp[f (z)] is continuous in R and analytic
and not constant in the interior. Hence its modulus |g(z)| = exp[u(x, y)], which is
continuous in R, must assume its maximum value in R on the boundary. In view
of the increasing nature of the exponential function, it follows that the maximum
value of u(x, y) also occurs on the boundary.

Properties of minimum values of |f (z)| and u(x, y) are treated in the exercises.

EXERCISES
1. Suppose that f (z) is entire and that the harmonic function u(x, y) = Re[f (z)] has an
upper bound u0 ; that is, u(x, y) ≤ u0 for all points (x, y) in the xy plane. Show that
u(x, y) must be constant throughout the plane.

Suggestion: Apply Liouville’s theorem (Sec. 53) to the function g(z) = exp[f (z)].
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2. Show that for R sufficiently large, the polynomial P (z) in Theorem 2, Sec. 53, satisfies
the inequality

|P (z)| < 2|an||z|n whenever |z| ≥ R.

[Compare with the first of inequalities (5), Sec. 53.]
Suggestion: Observe that there is a positive number R such that the modulus of

each quotient in expression (3), Sec. 53, is less than |an|/n when |z| > R.
3. Let a function f be continuous on a closed bounded region R, and let it be analytic
and not constant throughout the interior of R. Assuming that f (z) ̸= 0 anywhere in
R, prove that |f (z)| has a minimum value m in R which occurs on the boundary of R
and never in the interior. Do this by applying the corresponding result for maximum
values (Sec. 54) to the function g(z) = 1/f (z).

4. Use the function f (z) = z to show that in Exercise 3 the condition f (z) ̸= 0 anywhere
in R is necessary in order to obtain the result of that exercise. That is, show that
|f (z)| can reach its minimum value at an interior point when the minimum value is
zero.

5. Consider the function f (z) = (z + 1)2 and the closed triangular region R with vertices
at the points z = 0, z = 2, and z = i. Find points in R where |f (z)| has its maximum
and minimum values, thus illustrating results in Sec. 54 and Exercise 3.

Suggestion: Interpret |f (z)| as the square of the distance between z and −1.
Ans. z = 2, z = 0.

6. Let f (z) = u(x, y) + iv(x, y) be a function that is continuous on a closed bounded
region R and analytic and not constant throughout the interior of R. Prove that the
component function u(x, y) has a minimum value in R which occurs on the boundary
of R and never in the interior. (See Exercise 3.)

7. Let f be the function f (z) = ez and R the rectangular region 0 ≤ x ≤ 1, 0 ≤ y ≤ π .
Illustrate results in Sec. 54 and Exercise 6 by finding points in R where the component
function u(x, y) = Re[f (z)] reaches its maximum and minimum values.

Ans. z = 1, z = 1+ π i.
8. Let the function f (z) = u(x, y) + iv(x, y) be continuous on a closed bounded
region R, and suppose that it is analytic and not constant in the interior of R.
Show that the component function v(x, y) has maximum and minimum values in
R which are reached on the boundary of R and never in the interior, where it is
harmonic.

Suggestion: Apply results in Sec. 54 and Exercise 6 to the function g(z) = −if (z).
9. Let z0 be a zero of the polynomial

P (z) = a0 + a1z + a2z
2 + · · · + anz

n (an ̸= 0)

of degree n (n ≥ 1). Show in the following way that

P (z) = (z − z0)Q(z)

where Q(z) is a polynomial of degree n − 1.
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and never in the interior. Do this by applying the corresponding result for maximum
values (Sec. 54) to the function g(z) = 1/f (z).

4. Use the function f (z) = z to show that in Exercise 3 the condition f (z) ̸= 0 anywhere
in R is necessary in order to obtain the result of that exercise. That is, show that
|f (z)| can reach its minimum value at an interior point when the minimum value is
zero.

5. Consider the function f (z) = (z + 1)2 and the closed triangular region R with vertices
at the points z = 0, z = 2, and z = i. Find points in R where |f (z)| has its maximum
and minimum values, thus illustrating results in Sec. 54 and Exercise 3.

Suggestion: Interpret |f (z)| as the square of the distance between z and −1.
Ans. z = 2, z = 0.

6. Let f (z) = u(x, y) + iv(x, y) be a function that is continuous on a closed bounded
region R and analytic and not constant throughout the interior of R. Prove that the
component function u(x, y) has a minimum value in R which occurs on the boundary
of R and never in the interior. (See Exercise 3.)

7. Let f be the function f (z) = ez and R the rectangular region 0 ≤ x ≤ 1, 0 ≤ y ≤ π .
Illustrate results in Sec. 54 and Exercise 6 by finding points in R where the component
function u(x, y) = Re[f (z)] reaches its maximum and minimum values.

Ans. z = 1, z = 1+ π i.
8. Let the function f (z) = u(x, y) + iv(x, y) be continuous on a closed bounded
region R, and suppose that it is analytic and not constant in the interior of R.
Show that the component function v(x, y) has maximum and minimum values in
R which are reached on the boundary of R and never in the interior, where it is
harmonic.

Suggestion: Apply results in Sec. 54 and Exercise 6 to the function g(z) = −if (z).
9. Let z0 be a zero of the polynomial

P (z) = a0 + a1z + a2z
2 + · · · + anz

n (an ̸= 0)

of degree n (n ≥ 1). Show in the following way that

P (z) = (z − z0)Q(z)

where Q(z) is a polynomial of degree n − 1.
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Show that the component function v(x, y) has maximum and minimum values in
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where Q(z) is a polynomial of degree n − 1.
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30 Vector Calculus 

2.2.4 Other forms of line integrals 

The line integral Ie F· dr is the most important type of line integral, but there 
are two other forms of the line integral which can occur. These are 

and fa F x dr 

where ¢ is a scalar field and F is a vector field. Note that in each of these cases 
the result of the integral is a vector quantity. These integrals can be evaluated 
using a parameter, as in the following examples. 

Example 2.12 
Evaluate the line integral 

fax + y2 dr, 

where C is the parabola y = x 2 in the plane z = 0 connecting the points (0,0,0) 
and (1,1,0). 

The curve can be written in terms of a parameter t as x = t, Y = t 2 , Z = 0, 
o t 1, so dr = (1, 2t, 0) dt. The value of the integral is therefore 

fax + y2 dr = 101 (t + t4 )(1, 2t, 0) dt 

= el (11 
t + t4 dt) + e2 (11 2t2 + 2t5 dt) = 0.7el + e2. 

Example 2.13 
Evaluate the line integral 

fa F x dr, 

where F is the vector field (y, x, 0) and C is the curve y = sin x, z = 0, between 
x = 0 and x = 1r. 

The curve can be written as x = t, y = sin t, Z = 0, 0 t 1r. Then 
F = (sin t, t, 0) arid dr = (1, cos t, 0) dt, so F x dr = (0,0, sin t cos t - t) dt and 
the integral is 

fa F x dr = e3107r sin t cos t - t dt = 1/2 [sin2 t - e3 = _7r2 /2 e3. 
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2. Line, Surface and Volume Integrals 31 

EXERCISES 

2.1 Evaluate the line integral 

fa F· dr where 2 F = (5z ,2x, x + 2y) (2.lO) 

and the curve C is given by x = t, Y = t2 , Z = t2 , O:S t:S 1. 
2.2 Evaluate the line integral of the same vector field F given in (2.10) 

along the straight line joining the points (0,0,0) and (1,1,1). Is F 
a conservative vector field? 

2.3 Find the line integral of the vector field u = (y2, x, z) along the curve 
given by z = y = eX from x = 0 to x = 1. 

2.4 Find the line integral fc r x dr where the curve C is the ellipse 
x 21a2 + y21b2 = 1 taken in an anticlockwise direction. What do you 
notice about the magnitude of the answer? 

2.3 Surface integrals 

2.3.1 Introductory example: flow through a pipe 

Suppose that fluid flows with velocity u through a pipe. What is the total 
volume of fluid passing through the pipe per unit time (Figure 2.4)? This 

Fig. 2.4. Fluid flows with velocity u along a pipe. The rate at which it crosses the 
surface S at the end of the pipe is an example of a surface integral. 

volume flow rate is often called the flux of fluid through the pipe, or the flux 
of fluid across the surface S that forms the end of the pipe. We will consider 
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z 

x 

Fig. 2.9. A point on the cylindrical surface x 2 + y2 

parameters z and (). 
1 can be denoted by the 

two parameters describing the surface are the height z and the angle 0 around 
the cylinder (Figure 2.9). In terms of these parameters the position vector is 
r = (x, y, z) = (cos 0, sin 0, z), so 

or . 
00 = (- sm 0, cos B, 0), 

or az = (0,0,1) 

and 
or or 
00 x az = (cos 0, sin 0,0). 

The value of the integral is therefore 

JIs u·ndS 

Example 2.14 

11 127r (cos 0, z, - sin 0) . (cos 0, sin 0,0) dO dz 

t r27r 
io io cos2 0 + z sin 0 dO dz 

11 1rdz = 1r. 

Evaluate the surface integral of u = (y, x2 , Z2), over the surface S, where S is 
the triangular surface on x = 0 with y 2: 0, z 2: 0, y + z 1, with the normal 
n directed in the positive x direction. 

In this example n = (1,0,0) and so u . n = y. When the surface is not 
rectangular, care must be taken when setting the limits of the integration. If 
we choose to do the z integral first, then for any given value of y, the range 
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z 

o 
o y 

Fig. 2.10. For each value of y, z runs from the line z = 0 up to the line y + z = 1. 

of values for z is 0 z 1 - y (Figure 2.10). The outer y integral then has 
limits of 0 and 1. This corresponds to covering the triangular area with vertical 
strips. The value of the integral is 

101 101
-

V Y dz dy = 101 dy = 101 
Y - y2 dy = 1/6. 

The integral could also have been evaluated by doing the y integral first, in 
which case the limits for y are 0 y 1 - z and the limits for z are 0 S z S 1. 
This ordering corresponds to covering the region of integration in Figure 2.10 
with horizontal strips. The value of the integral is the same: 

[1 [1-Z ( [1 
10 10 y dy dz = 10 [y2 dz = 10 (1 - Z)2 /2 dz = 1/6. 

Example 2.15 
Find the surface integral of 'U = r over the part of the paraboloid z = 1-x 2 _ y2 

with z > 0, with the normal pointing upwards. 
Since the surface is curved, a description of the surface in terms of two 

parameters is needed. Using simply x and y, a point on the surface is (x, y, 1-
x 2 - y2) and the two tangent vectors in the surface, obtained by differentiating 
with respect to x and y, are (1,0, -2x) and (0,1, -2y). Taking the cross product 
of these two vectors, the quantity n dS is (2x, 2y,_ 1) dx dy. Note that this has 
a positive z component, so is directed upwards as required. Taking the dot 
product with 'U gives 'U . n dS = 2X2 + 2y2 + z dx dy = 1 + x 2 + y2 dx dy. The 
limits on the integral are determined in a similar manner to Example 2.14. The 
edge of the surface is given as z = 0, which is the circle x2 + y2 = 1. Choosing 

2. Line, Surface and Volume Integrals 

Example 2.16 
If S is the entire x, y plane, evaluate the integral 

I = lis e-
X2

- y2 dS, 

by transforming the integral into polar coordinates. 

39 

In polar coordinates (r, B), x 2 + y2 = r2 and dS = r dB dr. The ranges of 
the variables to cover the whole plane are 0 ::; r < 00 and 0 ::; B < 211", so 

1= 100 121r e-r\ dB dr = 100 27re- r \d1· == 11" == 11". 

This answer can be used to show that e-:r2 dx = y1f, a result which cannot 
be obtained by standard methods of integration. 

2.4 Volume integrals 

2.4.1 Introductory example: mass of an object with 
variable density 

Suppose that an object of volume V has a density p. If p is a constant, the 
mass M of the object is simply M == p V. Now suppose that the object has a 
density which is a function of position, p == p( r). What is the total mass of the 
object? 

The argument proceeds in a similar manner to the examples of line and 
surface integrals. The volume V is divided into N small pieces with volumes 
1511;, i == 1, ... ,N, which are called volume elements. Within each of the volume 
elements the density is approximately constant (assuming that p is a continuous 
function of position) and so the mass Mi of the volume element at position ri 
is Mi = p(ri) 1511;. The total mass of the object is the sum of the masses of all 
the volume elements, 

N 

M = L p(ri) 1511;. 
i=1 

The volume integral of p over the volume V is defined to be the limit of this 
sum as N -+ 00: 

N 

({{ pdV == lim L p(ri) 1511;. JJJv i=1 

(2.12) 
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volume flow rate is often called the flux of fluid through the pipe, or the flux 
of fluid across the surface S that forms the end of the pipe. We will consider 
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Conservative vector fields are of great importance, since many physical ex-
amples of vector fields are conservative. Consider for example the Earth's grav-
itational field, g. A particle of mass m experiences a force mg, so the work 
done in moving the particle along a path C from point A to point B is just 
minus the line integral of mg along C. However, we know physically that the 
work done only depends on the position of the points A and B - in fact the 
work done is simply the difference in the potential energy of the particle at A 
and B. Equivalently, if the particle is moved around but returns to its starting 
point, the total work done is zero. Therefore, the Earth's gravitational field is 
an example of a conservative vector field. 

Example 2.11 
By considering the line integral of F = (y, x 2 - X, 0) around the square in the 
x, y plane connecting the four points (0,0), (1,0), (1,1) and (0,1), show that 
F cannot be a conservative vector field. 

This line integral consists of four parts (Figure 2.3). On the first section 

y 

x 

Fig. 2.3. The line integral around the square is split into four straight sections. 

C1 , from (0,0) to (1,0), dr = (dx, 0, 0) and y = ° so F = (0, x 2 - x, 0) and 
F·dr = 0. On the second section C2 , dr = (O,dy,O) and x = 1 so F = (y,O,O) 
and again F . dr = 0. On the third section C3 , dr = (dx, 0, 0) and y = 1 so 
F = (1, x 2 - x, 0) and the contribution to the line integral is 

[0 Idx =-1. 

Finally, on the fourth section C4 of the square F . dr = ° again, so the total 
value of the integral is -1. Since the integral around the closed circuit is non-
zero, F cannot be conservative. 
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in terms of the parameter 0 as dr = (dx, dy, dz) = (- sin 0, cos 0, 0) dO, so the 
value of the line integral is 

J F.dr 
Ie 1027r (SinO, cosO, 0) . (-sinO,cosO,O)dO 

r27r io - sin2 0 + cos2 0 dO 

r27r io cos 20 dO = [1/2 = 0. 

The line integral of a vector field F around a closed curve C is often called the 
circulation of F around C. 

Example 2.8 
Evaluate the line integral of the vector field u = (xy,z2,x) along the curve 
given by x = 1 + t, Y = 0, z = t 2 , ° ::; t ::; 3. 

First write u and dr in terms of t: u = (0, t4 , 1 + t), dr = (1,0, 2t) dt. The 
value of the integral is therefore 

f F. dr = f3 (0, t\ 1 + t) . (1,0, 2t) dt = f3 2t + 2t2 dt = [t2 + 2t3 = 27. ie io io 
Example 2.9 
Find the line integral of F = (y, -x, 0) along the curve consisting of the two 
straight line segments (a) y = 1, 0::; x ::; 1, (b) x = 1, 1 ::; y ::; 2. 

Here, the contributions from the two line segments must be taken separately. 
On section (a), using x as the parameter, we have 

10 1 
(1, -x, 0) . (dx, 0, 0) = 1. 

Similarly on section (b) we have 

/2 (y, -1,0). (O,dy,O) =-1. 

Therefore the total value of the integral is 0. 

Example 2.10 
Find the circulation of the vector F = (y, -x, 0) around the unit circle, x2 + 
y2 = 1, z = 0, taken in an anti clockwise direction. 

The circle is written in terms of a parameter 0 as x = cos 0, y = sin (}, z = 0, ° ::; 0 ::; 271'. The value of the integral is 

i F. dr = r27r (sinO, - cosO,O) . (- sinO, cos 0, 0) dO = {21f -1 dO = -271'. 
e io io 
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40 Vector Calculus 

Volume integrals can also be used to compute the volumes of objects, in which 
case p = 1 in the above example. Note that volume integrals usually occur as 
integrals of scalar quantities. However, the volume integral of a vector field u, 

Iii udV 
can be defined in a similar way. 

2.4.2 Evaluation of volume integrals 

Volume integrals are evaluated by carrying out three successive integrals. The 
same rule for the evaluation of the triple integral applies as for double integrals: 
the inner integral is evaluated first. The main difficulty in this process is in 
determining the correct limits for the integrals when the shape of the object is 
complicated. It is often helpful to sketch the region of integration in order to 
find the limits on the integrals. Also useful is the rule that in general, the limits 
on an integral can depend only on the variables of integrals that lie outside that 
integral. For example, if the integrals are evaluated in the order x, y, z then 
the limits on the y integral may depend on z but not on x. 

Example 2.17 
A cube 0 x, y, z, 1 has a variable density given by p = 1 + x + y + z. What 
is the total mass of the cube? 

The total mass is 

M IlipdV 
= 1111 11 1 + x + y + zdxdydz 

1111 dydz 

= 1
1
1\3/2+ Y +Z)dY dz 

11 [3y/2 + y2/2 + dz 

11 (2 + z)dz 

= [2z + z2 = 5/2. 
Note that in this example the integrals were carried out in the order x, y, z, but 
any other choice of ordering is equally valid. 
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Example 2.18 
Find the volume of the tetrahedron with vertices at (0,0,0), (a, 0, 0), (0, b, 0) 
and (0,0, c). 

z 

c 

a x 

Fig. 2.12. For any given values of x and y, z ranges from the plane z = 0 up to the 
plane x/a + y/b + z/c = 1. This is indicated by the vertical column. 

A sketch of the tetrahedron is shown in Figure 2.12. The faces of the tetra-
hedron are the planes x = 0, y = 0, z = ° and the plane which passes through 
the three points (a, 0, 0), (0, b, 0) and (0,0, c). The equation of this plane is 
x/a + y/b + z/c = 1, which can be deduced from the general formula for the 
equation of a plane (1.3). Suppose that we choose to do the z integral first. 
This integral is carried out for fixed values of x and y, so the range of z is 
from the plane z = ° to the plane z = c(l - x/a - y/b). Choosing to do the 
y integral next, y ranges from ° to the line that passes through (a, 0, 0) and 
(O,b,O), which is y = b(l- x/a). Finally the range of x is from ° to a. The 
volume V is therefore 

V = l
a lb(l-x/a) l c(l-x/a- Y/b) 

dzdydx 
000 r (btl-x/a) 

10 10 c(l - x/a - y/b) dydx 

= c r [y(l - x/a) _ y2/2b]b(1-x/a) dx 10 0 

= cb r (1 _ x/a) 2 dx = abc. 
2 10 6 

Note that this result is consistent with the formula for the volume of a tetra-
hedron given in terms of the scalar triple product in Section 1.4. 
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EXERCISES 

2.5 Evaluate the surface integral of u = (xy,x,x + y) over the surface 
S defined by z = 0 with 0 ::; x ::; 1, 0 ::; y ::; 2, with the normal n 
directed in the positive z direction. 

2.6 Find the surface integral of u = r over the surface of the unit cube 
o ::; x, y, z ::; 1, with n pointing outward. 

2.7 The surface S is defined to be that part of the plane z = 0 lying 
between the curves y = x 2 and x = y2. Find the surface integral of 
u . n over S where u = (z, xy, x 2) and n = (0,0,1). 

2.8 Find the surface integral of u . n over S where S is the part of the 
surface z = x + y2 with z < 0 and x > -1, u is the vector field 
u = (2y + x, -1,0) and n has a negative z component. 

2.9 Find the volume integral of the scalar field ¢> = x 2 + y2 + z2 over the 
region V specified by 0 ::; x ::; 1, 1 ::; Y ::; 2, 0 ::; z ::; 3. 

2.10 Find the volume of the section of the cylinder x 2 + y2 = 1 that lies 
between the planes z = x + 1 and z = -x - l. 

2.11 A circular pond with radius 1 m and a maximum depth of 1 m has 
the shape of a paraboloid, so that its depth z is z = 1 - x 2 _ y2. 

What is the total volume of the pond? How does this compare with 
the case where the pond has the same radius and depth but has the 
shape of a hemisphere? 
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2.10 Find the volume of the section of the cylinder x 2 + y2 = 1 that lies 
between the planes z = x + 1 and z = -x - l. 
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f= constant \If 

dr 

Fig. 3.2. Grad f is perpendicular to any vector dr lying in the surface f = constant. 

dl 
- =Vf·u. 
ds 

(3.10) 

This is the rate of change of I in the direction of the unit vector u, and is 
called the directional derivative of f. This can also be written as 

ds = IV II cosO, (3.11) 

where 0 is the angle between V I and the unit vector u. Since -1 cos 0 1, 
it follows that the magnitude of V f is equal to the maximum rate of change 
of I with position. 

The symbol V can be interpreted as a vector differential operator, 

(3.12) 

where the term operator means that V only has a meaning when it acts on 
some other quantity. 

The gradient has many important applications. These include finding nor-
mals to surfaces and obtaining the rates of change of functions in any direction, 
as in the following examples. 

Example 3.4 
Find the unit normal n to the surface x2 + y2 - Z = 0 at the point (1,1,2). 

Define f(x, y, z) = x2 + y2 - Z = 0, so the surface is I = O. Then V I = 
(2x,2y, -1). At the point (1,1,2), Vf = (2,2, -1). This is a vector normal to 
the surface. To find the unit normal we need to divide by the magnitude, which 
is (22 + 22 + 12)1/2 = 3 so n = V f /IV fl = (2/3,2/3, -1/3). Note that the 
unit normal is not uniquely defined: the vector -n = (-2/3, -2/3, 1/3) is also 
a unit normal to the surface. 
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EXERCISES 

3.1 Find the gradient of the scalar field f = xyz, and evaluate it at the 
point (1,2,3). Hence find the directional derivative of f at this point 
in the direction of the vector (1,1,0). 

3.2 Find the unit normal to the surface y = x + z3 at the point (1,2,1). 
3.3 Show that the gradient of the scalar field ¢ = r = Ir I is r / r and 

interpret this result geometrically. 
3.4 Find the angle between the surfaces of the sphere x2 + y2 + z2 = 2 

and the cylinder x2 + y2 = 1 at a point where they intersect. 
3.5 Find the gradient of the scalar field f = yx2 + y3 - Y and hence find 

the minima and maxima of f. Sketch the contours f = constant and 
the vector field V f . 

3.6 If a is a constant vector, find the gradient of f = a . r and interpret 
this result geometrically. 

3.7 Determine whether or not the vector field F = (siny,x,O) is conser-
vative. 

3.8 Consider the vector field F = (y/(x2 + y2), -x/(x2 + y2), 0). Show 
that F can be written as the gradient of a potential ¢. Show also 
that the line integral of F around the unit circle x2 + y2 = 1 is 
non-zero. Explain why this result does not contradict Theorem 3.1. 

3.3 Divergence of a vector field 

This section introduces the first of two ways of differentiating a vector field, the 
divergence. The second way of differentiating a vector field, the curl, is defined 
in Section 3.4. Each of these quantities is defined in terms of an integral. 

The divergence of a vector field u is a scalar field. Its value at a point P is 
defined by 

divu = lim }V If u· ndS, 
6V-+o u H6S (3.14) 

where 6V is a small volume enclosing P with surface 6S and n is the outward 
pointing normal to oS. Physically, this corresponds to the amount of flux of 
the vector field u out of 6V divided by the volume 6V (Figure 3.3). 

As in the case of the gradient, this physical definition leads to an equiva-
lent definition in terms of the components of u = (Ul' U2, ua) in a Cartesian 

3. Gradient, Divergence and Curl 55 

A similar argument can be used to approximate the contribution to the 
surface integral from S2, which is located at (x - 8x/2, y, z). The unit outward 
normal for S2 is (-1,0,0) so U . n = -U1 and the contribution to the surface 
integral is 

ffs2 U . n dS -U1 (x - 8x/2, y, z) 8y 8z. 

Adding the contributions from these two surfaces and making use of the defi-
nition of the partial derivative (3.1), the combined contribution to the surface 
integral is 

ffsl+S2 u·ndS (U1(X+ 8;,y,z)-U1(x- 8;,y,z)) 8y8z 

aUl 
ax 8x 8y 8 z 

8V. 

Hence the contribution to div u defined in (3.14) from surfaces Sl and S2 is 
auI/ax. Note that this is now exact since the divergence is defined by taking 
the limit 8V -t O. Similarly, the contribution to div u from the two surfaces 
perpendicular to the y-axis is aU2/ay and that from the surfaces perpendicular 
to the z-axis is aU3/aZ. These are found simply by permuting the X-, y- and z-
axes. Finally, adding all six contributions together gives the definition of div u 
in terms of the Cartesian components of u: 

d. _ aUl aU2 aU3 
IVU - ax + ay + az . (3.15) 

The divergence of u can also be written in terms of the differential operator 
V defined in (3.12), since 

. aUl aU2 aU3 (a a a) 
dlVU = ax + ay + az = ax' ay' az . (U1,U2,U3) = V· u. (3.16) 

The form V . u will be used to indicate the divergence of u in the remainder 
of this book. 

Example 3.7 
Find the divergence of the vector field u = r. 

The components of u = rare u = (x, y, z). The divergence of u is therefore 

. ax ay az 
dlVU = ax + ay + az = 3. (3.17) 
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curlu= -- ---( 8U3 8U2 8Ul 8U3 8U2 8Ul) 
. 8y - 8z '8z 8x '8x 8y . 

(3.22) 

Notice that there is a similarity between this formula and that for the cross 
product of two vectors (1.4). Curl u can also be written in terms of a determi-
nant, 

el e2 e3 
curl u = a a a 

ax ay 8z 
Ul U2 U3 

provided that the determinant is expanded so that the partial derivatives act 
on the components of u. This can also be written as the cross product of the 
differential operator V and the vector u, so 

curlu = V x u. 

The notation V x u will be used henceforth. 

Example 3.8 
The vector field u is defined by u = (xy, z + x, V). Calculate V x u and find 
the points where V x u = o. 

The components of V x u are found using (3.22): 

V xu = ( 8y _ 8(z + x) 8(xy) _ 8y 8(z + x) _ 8(XY)) 
8y 8z' 8z 8x' 8x 8y 

(1- 1,0 - 0, 1 - x) = (0,0,1- x). 

Hence V x u = 0 on the plane x = 1. 

3.4.1 Physical interpretation of curl 

From the physical definition of V x u given in (3.20) and Figure 3.6 it is clear 
that V x u is related to the rotation or twisting of the vector field u. 

Consider the three simple vector fields shown in Figure 3.5. For the first 
of these, u = (x, 0, 0), the vector field is expanding but there is no sense of 
rotation, and computing the curl gives V x u = o. A vector field u for which 
V x u = 0 everywhere is said to be irrotational. Similarly, the second example, 
v = (-x, 0, 0), is also irrotational. For the third example, W = (0, x, 0), Figure 
3.5(c), V x W = (0,0,1), so there is a component of V x w in the z direction, 
out of the page. The vector field w has a rotation associated with it in the 
following sense. Think of w as the velocity of a fluid. Then a small particle 
placed in this fluid will rotate in an anti clockwise sense as it moves with the 
fluid, since at any point the velocity component in the y direction to the right 
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EXERCISES 

3.9 Find the gradient V ¢ and the Laplacian '\l2¢ for the scalar field 
¢ = x 2 + xy + yz2. 

3.10 Find the gradient and Laplacian of 

¢ = sin(kx) sin(ly) exp( Vk2 + [2 z). 

3.11 Find the unit normal to the surface xy2 + 2yz = 4 at the point 
(-2,2,3). 

3.12 For ¢(x, y, z) = X2+y2+z2+xy-3x, find V¢ and find the minimum 
value of ¢. 

3.13 Find the equation of the plane which is tangent to the surface x 2 + 
y2 _ 2z3 = 0 at the point (1,1,1). 

3.14 Find both the divergence and the curl of the vector fields 
(a) u = (y,z,x); 
(b) v = (xyz,z2,x - y). 

3.15 Show that both the divergence and the curl are linear operators, i.e. 
V·(cu+dv) = cV·u+dV·v and Vx (cu+dv) = cVxu+dVxv, 
where u and v are vector fields and c and d are constants. 

3.16 For what values, if any, of the constants a and b is the vector field 
u = (y cos x + axz, b sin x + z, x2 + y) irrotational? 

3.17 (a) Show that u = (y2z,-z2siny + 2xyz, 2z cos y + y2x) is irrota-
tional. 
(b) Find the corresponding potential function. 
(c) Hence find the value of the line integral of u along the curve 
x = sin-rrt/2, y = t2 - t, z = t4, 0::; t ::; 1. 
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3.15 Show that both the divergence and the curl are linear operators, i.e. 
V·(cu+dv) = cV·u+dV·v and Vx (cu+dv) = cVxu+dVxv, 
where u and v are vector fields and c and d are constants. 

3.16 For what values, if any, of the constants a and b is the vector field 
u = (y cos x + axz, b sin x + z, x2 + y) irrotational? 

3.17 (a) Show that u = (y2z,-z2siny + 2xyz, 2z cos y + y2x) is irrota-
tional. 
(b) Find the corresponding potential function. 
(c) Hence find the value of the line integral of u along the curve 
x = sin-rrt/2, y = t2 - t, z = t4, 0::; t ::; 1. 
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A set of MOOCs resources for ICT based learning and teaching 
 
 
NPTEL:  nptel.ac.in 
 
COURSERA: www.coursera.org 
 
MITOCW: ocw.mit.edu 
 
ACADEMIC EARTH: www.academicearth.org 
 
EdX : www.edx.org 
 
KHAN ACADEMY : www.khanacademy.org 
 
ALISON: www.alison.com 
 
STANFORD ONLINE: www.online.stanford.edu 
 
VIDEO LECTURES: videolectures.net 
 
INTERACTIVE REAL ANALYSIS: mathcs.org 
 
VISUAL CALCULUS: archives.math.utk.edu/visual.calculus 
 
MOOCS CALCULUS: mooculus.osu.edu 
 
 
 
 

 Few Math Softwares 
 

Useful for Classroom teaching: Geogebra  (Freeware) 
 
Type setting software: LaTeX 
 
High end commercial softwares:  Mathematica , Maple , Matlab 

 
Answering search engine: www.wolframalpha.com 
 
Group theory software: group explorer 2.2 (Freeware) 
 
Visualization software: Mathematics Visualization Toolkit (freeware) 
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       UGC Guidelines on Adoption of Choice Based Credit System 

---------------------------------------------------------------------------------------- 

1. Preamble 

 
The University Grants Commission (UGC) has initiated several measures to bring equity, 
efficiency and excellence in the Higher Education System of country. The important measures 
taken to enhance academic standards and quality in higher education include innovation and 
improvements in curriculum, teaching-learning process, examination and evaluation systems, 
besides governance and other matters.  
 
The UGC has formulated various regulations and guidelines from time to time to improve the 
higher education system and maintain minimum standards and quality across the Higher 
Educational Institutions (HEIs) in India. The academic reforms recommended by the UGC in 
the recent past have led to overall improvement in the higher education system. However, due to 
lot of diversity in the system of higher education, there are multiple approaches followed by 
universities towards examination, evaluation and grading system. While the HEIs must have the 
flexibility and freedom in designing the examination and evaluation methods that best fits the 
the curriculum, syllabi and teaching–learning methods, there is a need to devise a sensible 
system for awarding the grades based on the performance of students. Presently the 
performance of the students is reported using the conventional system of marks secured in the 
examinations or grades or both. The conversion from marks to letter grades and the letter 
grades used vary widely across the HEIs in the country. This creates difficulty for the acadamia 
and the employers to understand and infer the performance of the students graduating from 
different universities and colleges based on grades. 
 
The grading system is considered to be better than the conventional marks system and hence it 
has been followed in the top instutitions in India and abroad. So it is desirable to introduce 
uniform grading system. This will facilitate student mobility across institutions within and 
across countries and also enable potential employers to assess the performance of students. To 
bring in the desired uniformity, in grading system and method for computing the cumulative 
grade point average (CGPA) based on the performance of students in the examinations, the UGC 
has formulated these guidelines. 
 
2. Applicability of the Grading System 
 
These guidel 

ines shall apply to all undergraduate and postgraduate level degree, diploma and certificate 
programmes under the credit system awarded by the Central, State and Deemed to be 
universities in India.  

3. Definitions of Key Words: 

1. Academic Year: Two consecutive (one odd + one even) semesters constitute one 
academic year. 

2. Choice Based Credit System (CBCS): The CBCS provides choice for students to 
select from the prescribed courses (core, elective or minor or soft skill courses).  

3. Course: Usually referred to, as ‘papers’ is a component of a programme. All courses 
need not carry the same weight. The courses should define learning objectives and 
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learning outcomes. A course may be designed to comprise lectures/ tutorials/laboratory 
work/ field work/ outreach activities/ project work/ vocational training/viva/ seminars/ 
term papers/assignments/ presentations/ self-study etc. or a combination of some of 
these.  

4. Credit Based Semester System (CBSS): Under the CBSS, the requirement for 
awarding a degree or diploma or certificate is prescribed in terms of number of credits to 
be completed by the students.  

5. Credit Point: It is the product of grade point and number of credits for a course. 
6. Credit: A unit by which the course work is measured. It determines the number of hours 

of instructions required per week. One credit is equivalent to one hour of teaching 
(lecture or tutorial) or two hours of practical work/field work per week. 

7. Cumulative Grade Point Average (CGPA): It is a measure of overall cumulative 
performance of a student over all semesters. The CGPA is the ratio of total credit points 
secured by a student in various courses in all semesters and the sum of the total credits 
of all courses in all the semesters. It is expressed up to two decimal places. 

8. Grade Point:  It is a numerical weight allotted to each letter grade on a 10-point scale.  
9. Letter Grade: It is an index of the performance of students in a said course. Grades are 

denoted by letters O, A+, A, B+, B, C, P and F. 
10. Programme:  An educational programme leading to award of a Degree, diploma or 

certificate. 
11. Semester Grade Point Average (SGPA): It is a measure of performance of work 

done in a semester. It is ratio of total credit points secured by a student in various 
courses registered in a semester and the total course credits taken during that semester. 
It shall be expressed up to two decimal places. 

12. Semester: Each semester will consist of 15-18 weeks of academic work equivalent to 90 
actual teaching days. The odd semester may be scheduled from July to December and 
even semester from January to June.  

13. Transcript or Grade Card or Certificate: Based on the grades earned, a grade 
certificate shall be issued to all the registered students after every semester. The grade 
certificate will display the course details (code, title, number of credits, grade secured) 
along with SGPA of that semester and CGPA earned till that semester. 

4. Semester System and Choice Based Credit System 

 The Indian Higher Education Institutions have been moving from the conventional 
annual system to semester system. Currently many of the institutions have already introduced 
the choice based credit system. The semester system accelerates the teaching-learning process 
and enables vertical and horizontal mobility in learning. The credit based semester system 
provides flexibility in designing curriculum and assigning credits based on the course content 
and hours of teaching.  The choice based credit system provides a ‘cafeteria’ type approach in 
which the students can take courses of their choice, learn at their own pace, undergo additional 
courses and acquire more than the required credits, and adopt an interdisciplinary approach to 
learning, It is desirable that the HEIs move to CBCS and implement the grading system. 

5. Types  of Courses: 

Courses in a programme may be of three kinds: Core, Elective and Foundation. 

1. Core Course:- 
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There may be a Core Course in every semester. This is the course which is to be  
compulsorily studied by a student as a core requirement to complete the requirement of 
a programme in a said discipline of study. 

2. Elective Course:- 

Elective course is a course which can be chosen from a pool of papers. It may be: 

• Supportive to the discipline of study 
• Providing an expanded scope 
• Enabling an exposure to some other discipline/domain 
• Nurturing student’s proficiency/skill. 

An elective may be “Generic Elective” focusing on those courses which add generic 
proficiency to the students. An elective may be “Discipline centric”or may be chosen from an 
unrelated discipline. It may be called an “Open Elective.” 

3. Foundation Course:- 

The Foundation Courses may be of two kinds: Compulsory Foundation and Elective 
foundation. “Compulsory Foundation” courses are the courses based upon the content that 
leads to Knowledge enhancement. They are mandatory for all disciplines. Elective 
Foundation courses are value-based and are aimed at man-making education. 
 

6. Examination and Assessment 

The HEIs are currently following various methods for examination and assessment suitable for 
the courses and programmes as approved by their respective statutory bodies. In assessing the 
performance of the students in examinations, the usual approach is to award marks based on 
the examinations conducted at various stages (sessional, mid-term, end-semester etc.,) in a 
semester. Some of the HEIs convert these marks to letter grades based on absolute or relative 
grading system and award the grades. There is a marked variation across the colleges and 
universities in the number of grades, grade points, letter grades used, which creates difficulties 
in comparing students across the institutions. The UGC recommends the following system to be 
implemented in awarding the grades and CGPA under the credit based semester system. 

6.1. Letter Grades and Grade Points: 

i. Two methods -relative grading or absolute grading– have been in vogue for awarding 
grades in a course.  The relative grading is based on the distribution (usually normal 
distribution) of marks obtained by all the students of the course and the grades are 
awarded based on a cut-off marks or percentile. Under the absolute grading, the marks 
are converted to grades based on pre-determined class intervals. To implement the 
following grading system, the colleges and universities can use any one of the above 
methods. 

ii. The UGC recommends a 10-point grading system with the following letter grades as 
given below: 

Table 1: Grades and Grade Points 

Letter Grade  Grade Point 
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O (Outstanding) 10 
A+(Excellent) 9 
A(Very Good) 8 

B+(Good) 7 
B(Above Average) 6 

C(Average) 5 
P (Pass) 4 
F(Fail) 0 

Ab (Absent) 0 
 

iii. A student obtaining Grade F shall be considered failed and will be required to reappear 
in the examination. 
 

iv. For non credit courses ‘Satisfactory’ or “Unsatisfactory’ shall be indicated instead of the 
letter grade and this will not be counted for the computation of SGPA/CGPA. 
 

v. The Universities can decide on the grade or percentage of marks required to pass in a 
course and also the CGPA required to qualify for a degree taking into consideration the 
recommendations of the statutory professional councils such as AICTE, MCI, BCI, NCTE 
etc.,  
 

vi. The statutory requirement for eligibility to enter as assistant professor in colleges and 
universities in the disciplines of arts, science, commerce etc., is a minimum average 
mark of 50% and 55% in relevant postgraduate degree respectively for reserved and 
general category. Hence, it is recommended that the cut-off marks for grade B shall not 
be less than 50% and for grade B+, it should not be less than 55% under the absolute 
grading system. Similarly cut-off marks shall be fixed for grade B and B+ based on the 
recommendation of the statutory bodies (AICTE, NCTE etc.,) of the relevant disciplines. 

6.2. Fairness in Assessment: 

Assessment is an integral part of system of education as it is instrumental in identifying and 
certifying the academic standards accomplished by a student and projecting them far and wide 
as an objective and impartial indicator of a student’s performance. Thus, it becomes bounden 
duty of a University to ensure that it is carried out in fair manner. In this regard, UGC 
recommends the following system of checks and balances which would enable Universities 
effectively and fairly carry out the process of assessment and examination.  

i. In case of at least 50% of core courses offered in different programmes across the 
disciplines, the assessment of the theoretical component towards the end of the semester 
should be undertaken by external examiners from outside the university conducting 
examination, who may be appointed by the competent authority. In such courses, the 
question papers will be set as well as assessed by external examiners.  

ii. In case of the assessment of practical component of such core courses, the team of 
examiners should be constituted on 50 – 50 % basis. i.e. half of the examiners in the 
team should be invited from outside the university conducting examination.  

iii. In case of the assessment of project reports / thesis / dissertation etc. the work should be 
undertaken by internal as well as external examiners.   
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7. Computation of SGPA and CGPA 

The UGC recommends the following procedure to compute the Semester Grade Point 
Average (SGPA) and Cumulative Grade Point Average (CGPA): 

i. The SGPA is the ratio of sum of the product of the number of credits with the grade 
points scored by a student in all the courses taken by a student and the sum of the 
number of credits of all the courses undergone by a student, i.e 
 
SGPA (Si) = ∑(Ci x Gi) / ∑Ci 

where Ci is the number of credits of the ith course and Gi is the grade point scored by the 
student in the ith course. 

ii. The CGPA is also calculated in the same manner taking into account all the courses 
undergone by a student over all the semesters of a programme, i.e. 
 
CGPA = ∑(Ci x Si) / ∑ Ci  
 
where Si is the SGPA of the ith semester and Ci is the total number of credits in that 
semester. 

iii. The SGPA and CGPA shall be rounded off to 2 decimal points and reported in the 
transcripts. 

8. Illustration of Computation of SGPA and CGPA and Format for Transcripts 
 

i. Computation of SGPA  and CGPA 
 

Illustration for SGPA   
Course Credit Grade 

letter 
Grade 
point 

Credit Point 

(Credit x Grade 
Course 1 3 A 8 3 X 8 = 24 
Course 2 4 B+ 7 4 X 7 = 28 
 Course 3 3 B 6 3 X 6 = 18 

Course 4 3 O 10 3 X 10 = 30 
Course 5 3 C 5 3 X 5 = 15 
Course 6 4 B 6 4 X 6 = 24 

 20               139        
 
Thus, SGPA =139/20 =6.95 

Illustration for CGPA   
Semester 1 
 

Semester 2 
 

Semester 3 
 

Semester 4 
 

Credit : 20 
SGPA:6.9 

Credit : 22 
SGPA:7.8 

Credit : 25 
SGPA: 5.6 

Credit : 26 
SGPA:6.0 
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Semester 5 
 

Semester 6 
 

  

Credit : 26 
SGPA:6.3 
 

Credit : 25 
SGPA: 8.0 
 

  

 
Thus, CGPA = 20 x 6.9 + 22 x 7.8 + 25 x 5.6 + 26 x 6.0 + 26 x 6.3 + 25 x 8.0 
   _________________________________________ = 6.73 
     144 

ii. Transcript (Format): Based on the above recommendations on Letter grades, grade 
points and SGPA and CCPA, the HEIs may issue the transcript for each semester and a 
consolidated transcript indicating the performance in all semesters.  
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